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FOREWORD

n issuing the 1997 apology to the survivors of the Tuskegee Syphilis
Study, President Bill Clinton said, "we commit to increase our com-
munity involvement so that we may begin restoring lost trust." Hon-

oring that commitment is the key to conducting community-based
research ethically and effectively.

Conducting research in the community requires both the application
of sound scientific methodology and the recognition of the role of the
community in all aspects of the research. The latter includes participa-
tion in formulating the research question, examining the protocol, pro-
viding feedback on the results, and reviewing drafts of manuscripts.
Collaborating with the community entails a variety of considerations,
including an understanding of the Tuskegee Study and its meaning
to the community, ethnic minority views of health professionals and
research, and an anticipation of community responses to health promo-
tion interventions.

More recent federal research programs have recognized the commit-
ment to increase community involvement and have revised their re-
quirements for conducting community-based research to ensure
community participation. The Centers for Disease Control's REACH
(Racial and Ethnic Approaches to Community Health) initiative has put
research dollars in the hands of community organizations in projects
exploring ways to reduce health disparities. The agency's Extramural
Prevention Research Program has made meaningful community partic-
ipation a requirement for funding. The 26 Prevention Research Centers
funded by CDC "conduct participatory, community-based research to
prevent disease and promote health," according to their statement
of purpose. Each center is required to have an active Community
Advisory Board.

CDC is not the only federal agency sponsoring community-based
research. The budget of the National Institutes of Health doubled from
$13.6 billion in 1998 to $27.3 billion in 2003, and it continues to increase.

XI
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xii FOREWORD

Most of the NIH dollars support basic research, but in the last few
years, increasing amounts have underwritten community-based re-
search. This is entirely appropriate, because universities need to de-
velop more balanced research portfolios. Important basic science
discoveries continue to take place in our university laboratories but
those discoveries have not benefitted large segments of our population.

For instance, although we are well aware of the damage done by
cigarette smoke and the mechanisms of this damage, we are still
struggling to discover effective ways to dissuade young people from
starting to smoke. We know well the risks that are associated with
obesity and sedentary lifestyles as well as the biochemistry and physiol-
ogy of those risks, but we have not yet found successful strategies to
promote better nutrition and more physical activity. AIDS and other
sexually transmitted diseases continue to plague us, and although we
know how they are transmitted and how they do their damage at the
molecular level, we have not discovered how to prevent their transmis-
sion on a population-wide basis. These and many similar topics are
the legitimate subjects of community-based research.

Community-based research is where medicine, public health, and
science meet. Put another way, community-based research gives medi-
cine the information it needs to serve communities as well as individuals
and gives public health the science base that it has needed for so long
in the field of health promotion. Medicine and public health, which have
grown apart for too long, can reunite in part by joining in community-
based research.

The editors of this book have attempted to bring together in one
place a description both of epidemiologic methods and a discussion
of community-level issues. It is a volume that will prove useful to those
who wish to conduct contemporary community-based research.

David Satcher, MD, PhD
Former Surgeon General

Washington, D.C.
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Chapter 1

COMMUNITY-BASED RESEARCH

AN INTRODUCTION

Daniel S. Blumenthal and Eileen Yancey

C ommunity-based research is scientific inquiry involving human
subjects that takes place in the community—that is, outside of
the laboratory, hospital, or clinic setting. It is the "fourth estate"

of research, assuming its station relatively recently alongside basic,
clinical, and health services research. It guides public-health workers
who are engaged in improving the health of populations just as tradi-
tional clinical research guides the actions of clinicians in caring for
individual patients.

Beyond the aspect of location, community-based research is defined
by several other concepts:

Prevention focus: Community-based research may describe
the epidemiology of a disease or condition, identify risk factors, or test
a health promotion intervention, but (unlike laboratory or hospital- or
clinic-based research) it does not generally evaluate new modes
of therapy. Health problems can be identified and assessed on a
community-wide basis; prevention-related messages or policies can
be tested across a community; but in general, treatment of disease
can only be delivered and evaluated on an individual basis.

Population-centered: Community-based research focuses on
a population rather than on individuals. The population that is the
unit of interest may be a geographically defined community, a group
with a common personal characteristic (i.e., age, race, sex, occupa-
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lion), or a group with a common modifiable risk factor (i.e., tobacco
use, risky sexual behavior). If the study involves a health promotion
intervention, the intervention may be directed at one individual at a
time, but the analysis is still done at the population level.

Partnership with the community: The contemporary approach
to community-based research does not countenance conducting
research on a community, or even in a community, but rather with
a community, in a partnership arrangement (Green, Daniel, & Novick,
2001). Depending on the approach to creating and sustaining the
partnership, community-based research is sometimes called partici-
patory research (Stoecker & Bonacich, 1992,1993), action research
(Brown & Tandon, 1984), participatory action research (Whyte,
1991), community research (Hatch et al., 1993), or other similar
designations. This feature of community-based research has its ba-
sis in both ethical and pragmatic considerations and is the subject
of additional discussion later in this chapter.

Multidisciplinary approach: The methods of community-based
research include those of the biomedical sciences, the behavioral
sciences, and the social sciences, and approaches from more than
one discipline are often combined in a single project. Typically the
members of a research team will represent a number of disciplines.
This sometimes leads scientists whose perspective encompasses
a single discipline to view community-based research as lacking
rigor, but well-conducted community-based research is as rigorous
as any other type of well-conducted research.

Participants continue their usual activities: Participants in com-
munity-based research must be reached where they live or work—in
their natural surroundings. This means that they may be exposed
to a variety of confounding influences. For instance, adolescents
participating in a school-based trial of an intervention to prevent
tobacco use may also see antismoking messages on television and
billboards and may receive tobacco-related information in church,
in after-school activities, or elsewhere. If smoking rates decline, it
may be difficult to identify the cause or causes. This is unlike the
situation of the laboratorian, whose subjects may live in a cage or
a petri dish, and unlike that of the clinical trials specialist, who can
be fairly certain that his or hers is the only experimental drug being
administered to the subject.

Motivation to participate may be low: Taking part in a preven-
tion-oriented research project often represents a low priority for po-
tential participants. Their incentive to participate is quite different
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from that of ill persons in a therapeutic trial or even an etiologic
study. This is especially the case in a low-income community, where
top priority is assigned to finding the means to pay the rent or put
a meal on the table. Consequently, attrition rates may be high in
community-based studies (Blumenthal, Sung, Williams, Liff, &
Coates, 1995).

PUBLIC HEALTH AND COMMUNITY-BASED RESEARCH

Community-based research is differentiated from traditional clinical
research in the same way that public health is differentiated from clinical
medicine: in the former of each of these dyads, the focus is on a
population; in the latter, it is on the individual. Community-based re-
search advances the science of public health, just as clinical research
advances the science of clinical medicine. Community-based research
and public health are so closely linked that an understanding of the
function and history of public health is needed in order to understand
community-based research.

An oft-quoted definition of public health is that of C-E. A. Winslow,
published in 1949:

Public health is the science and art of preventing disease, prolonging life,
and promoting physical and mental health through organized community
efforts for the sanitation of the environment, the control of community infec-
tions, the education of the individual in the principles of personal hygiene,
the organization of medical and nursing services for the early diagnosis and
treatment of disease, and the development of the social machinery which
will ensure to every individual in the community a standard of living adequate
for the maintenance of health. (Winslow, 1949)

In short, public health is the sum of the activities undertaken collec-
tively to promote the health of society. Improving the practice of public
health is the mission of community-based research, and in many ways
the history of public health is the history of community-based research.

HISTORY OF PUBLIC HEALTH AND
COMMUNITY-BASED RESEARCH

Public Health Through the Nineteenth Century

Medicine has its origins in the mists of prehistory. It was advanced
beyond shamanism by semimythical figures such as Hippocrates,



6 ISSUES

Aesculapius, and Imhotep. The profession of nursing has its roots in
the Middle Ages, in Catholic orders that were developed to meet the
needs of the Crusaders. However, public health—the population-based
concept of health and illness—did not begin to develop until the seven-
teenth and eighteenth centuries.

The London merchant John Graunt might be considered the first
public-health figure of note. On the suggestion of his friend William
Perry, he collected the best mortality figures available as a volume
entitled Natural and Political Observations upon the Bills of Mortality
(1662) and thus developed an approach to evaluating the health of
populations. He noted that the death rate among males was greater
than among females, that mortality was higher in urban than in rural
areas, and that death rates varied by season (Burton, Smith, & Nichols,
1980, p. 17).

Bernardino Ramazzini, the Father of Occupational Health, published
De Morbis Artificum Diatriba (Discourse in the Diseases of Workers)
in 1700. This document examined workers as a population and de-
scribed the conditions to which they are prone.

In 1779, the Scotsman James Lind, a surgeon in the British Royal
Navy, performed perhaps the first important community-based investi-
gation. At that time, scurvy (now known to be a vitamin C deficiency
disorder) was a major problem among sailors. Lind demonstrated the
value of citrus fruit in scurvy by administering it to sailors who had the
disease and comparing its effect with that of other alleged remedies
(cider vinegar, elixir of vitriol, sea water, and spices), which were given
to other groups of scorbutic sailors. Only the sailors given citrus recov-
ered (Burton et al., 1980, p. 20). Lind's study was particularly remark-
able because up to that time, little of what was known or believed in
medicine had been derived from experimentation. Approaches to treat-
ing and preventing disease were based on anecdote and the experi-
ence of leading physicians. Although Lind approached the problem
of scurvy from a therapeutic perspective, the Admiralty subsequently
ordered the dispensing of citrus juice and fruit as a preventive measure,
resulting in the disappearance of scurvy from the British Navy.

Edward Jenner demonstrated in 1798 that innoculation with the
benign cowpox virus conferred immunity to smallpox, setting the stage
for twentieth-century advances in immunization and the eradication of
smallpox. Edwin Chadwick, in 1842, pointed out the effect of sanitation
on the health of the public in his report, The Sanitary Condition of the
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Labouring Population of Great Britain. This document led to the pas-
sage of the Public Health Act of 1848, the creation of a General Board
of Health, the appointment of Medical Officers of Health, and the estab-
lishment of a number of legal provisions controlling sanitation, water
supplies, and housing.

The obstetrician and anesthesiologist John Snow's legendary status
as the "first epidemiologist" stems from his role in controlling the London
cholera epidemic of 1854. By mapping cases of the disease and com-
paring the incidence rates among persons served by the city's two
water companies, he became convinced that the disease was spread
via water obtained by the public from the Broad Street pump. He
recommended to the authorities that the handle be removed from the
pump, and when this was done, the epidemic subsided (Centers for
Disease Control [CDC], 2001).

Biology and medicine by this time were advancing through the appli-
cation of research methods rather than by anecdote and speculation.
Louis Pasteur (1822-1895) and Robert Koch (1843-1910) established
the discipline of microbiology. Their methods were taken up by others,
who identified the agents and modes of transmission of infectious
diseases of all varieties. But this research was chiefly laboratory-based.
Population-based prevention research was still to be developed.

Until the late nineteenth century, public health was primarily based
on sanitary measures that could be implemented as a matter of policy,
without participation on the part of the public. Improving the public's
health by teaching the principles of hygiene and sanitation to those
who stood to benefit became one of the mainstays of public health
nursing as it evolved. In 1880, New York City established a Division
of Child Hygiene in the New York Health Department. This division
demonstrated that public health nurses could reduce infant mortality
through home visiting and teaching (State of Missouri, 2001). Lillian
Wald was the leading figure in the development of the profession of
public health nursing (Nursingworld, 2001) and thus became one of
the pioneers of public health education.

In 1869, Massachusetts established the first state board of health
and other states soon followed. The first local health departments
were established in 1911 in Yakima County, Washington, and Guilford
County, North Carolina (Burton et at., 1980, pp. 32-33). State and local
health departments became the mainstay of public health, collecting
health-related statistics, controlling infectious disease, and providing
health education to the public.
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Federal Research Initiatives

In 1887, a one-room Laboratory of Hygiene was established at the
Marine Hospital on Staten Island. This grew and became the National
Hygienic Laboratory, later renamed the National Institute of Health, and
relocated to Bethesda, Maryland. A 1912 act of Congress authorized it
to

study and investigate the diseases of man and conditions influencing the
origin and spread thereof including sanitation and sewage, and the pollution
directly or indirectly of navigable streams and lakes of the United States and
may from time to time issue information in the form of publications for the
use of the public. (Hanlon & Pickett, 1984)

Thus was created what was to become the world's largest and greatest
health and disease research establishment, authorized to conduct re-
search in the community as well as in the laboratory and the clinic.
The agency was subdivided into specialized institutes, each focused
on a disease or set of diseases, and its name was pluralized in 1948
to become the National Institutes of Health (NIH). Now comprised of
27 separate institutes and centers and an annual budget of over $18
billion, it conducts research on its own clinical campus and funds re-
search at universities and other research establishments through a
program of grants and contracts. Little of this research, however, is
community-based; almost all of it is either basic bench research or
clinical studies performed in the hospital or ambulatory setting.

A national public health agency, the Centers for Disease Control
and Prevention (CDC), was established in Atlanta, Georgia, in 1946
as the Communicable Disease Center. Originally created to control
malaria in the southeastern United States, its mission was later broad-
ened to include communicable disease generally. As the focus of public
health enlarged to include noncommunicable disease, CDC broadened
its mission as well, expanding to include 12 centers, institutes, and
offices devoted not only to communicable disease control but also
to the prevention of chronic disease, injury, occupational disorders,
environmental problems, and birth defects.

Historically, the work of CDC has been in the area of public health
practice, conducting disease surveillance and providing assistance to
state and local health departments. It is only in recent years that the
agency has explicitly begun to fund and conduct research. Its extra-
mural research efforts include a $15 million Prevention Research Initia-
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tive (fiscal year 1999) (PHPPO, 2001) and Prevention Research Cen-
ters Program funded at about $30 million. Through these initiatives,
federal grants specifically for community-based prevention research
have become available. In addition, CDC conducts a substantial volume
of intramural community-based research.

Public Health in the Twentieth and
Twenty-First Centuries

Through the mid-twentieth century the major task of public health was
to contain infectious disease through measures aimed at sanitation,
hygiene, and immunization. By the middle of the century, however,
morbidity and mortality patterns in the U.S. and other developed coun-
tries had changed. Infectious diseases were no longer the leading
causes of death; this distinction now belonged to heart disease, cancer,
stroke, pulmonary disease, and trauma (Table 1.1). Unlike infectious
disease, the etiology of these conditions is multifactorial. They cannot
be prevented with a simple immunization or, in most cases, be cured
with a drug. Primary prevention of these conditions depends in large
part on behavior change: changes in diet, exercise, tobacco and alcohol
use, and employment of safety measures such as automobile seat
belts. Their secondary prevention depends on access to, and participa-
tion in, screening programs for conditions such as hypertension and
breast, cervical, and colorectal cancer.

Public health then began to turn its attention to these conditions by
offering programs of public health education and screening. Little was
known, however, about the efficacy of various health-education modal-
ities or about the best ways to cover a population with screening ser-
vices. Health messages could be transmitted via the mass media,
presented on posters, taught in school—but which of these, if any,
were effective in promoting behavior change? Screening programs
could be mounted in public health clinics—but how could they be made
to reach the people who needed them and how could treatment be
assured to those whose screening tests were positive? Questions such
as these became the focus of community-based research.

Epidemiologists and other prevention scientists began to undertake
large community-based investigations. One of the first observational
studies was the notorious Tuskegee Syphilis Study (1932-1972) in
which 399 African American men in rural Alabama were denied treat-
ment for syphilis in order to document the natural history of the disease
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TABLE 1.1 Leading Causes of Death, 1900 and 1997

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

1900"
Rank and cause

of death

Pneumonia and
influenza
Tuberculosis (all
forms)
Diarrhea and
enteritis
Diseases of the
heart
Intracranial
vascular lesions
Nephritis

Unintentional
injuries
Malignant
neoplasms
Certain diseases of
early infancy
Diphtheria

% of all
deaths

11.8

11.3

8.3

8.0

6.2

4.7

4.2

3.7

3.6

2.3

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

1997b

Rank and cause
of death

Heart disease

Cancer

Stroke

Chronic obstructive
pulmonary disease
Unintentional
injuries
Pneumonia and
influenza
Diabetes mellitus

Suicide

Kidney disease

Liver disease

% of all
deaths

31.4

23.3

6.9

4.7

4.1

3.7

2.7

1.3

1.1

1.1

"Wallace and Everett, 1986
"CDC, 1997a

(Jones, 1993). The consequences of this misguided effort are dis-
cussed in chapter 3.

The Framingham Study (Kannel, 2000) was (and is) a prospective
observational study of cardiovascular disease that enrolled most of the
population of the town of Framingham, Massachusetts, in 1948 and
has followed them, their children, and new arrivals ever since. An
enormous amount of information on the epidemiology and risk factors
(a term coined by the study) of coronary disease, stroke, peripheral
artery disease, and heart failure was generated; a 2001 MEDLINE
search for published papers on the Framingham Study since 1966
identified more than 500 references in English and multiple other lan-
guages.

The Framingham study was followed by community intervention
trials (chapter 10) that attempted to alter the incidence and prevalence
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of cardiovascular disease and its risk factors through health promotion
interventions. One of the first was the oft-cited cardiovascular disease
prevention project in the North Karelia Province of Finland (Puska et
al., 1985). In the United States, the Stanford Three-City Project (Far-
quhar et al., 1977) was followed by the Five-City Project (Farquhar et
al., 1985). Other notable community intervention trials directed at risk
factors for cardiovascular disease included the Minnesota Heart Health
Program (Mittelmark et al., 1986), COMMIT (Community Intervention
Trial for Smoking Cessation) (COMMIT Research Group, 1995a,
1995b), and the Pawtucket Heart Health Program (Carleton, Lasater,
Assaf, Feldman, & McKinley, 1995).

Toward the end of the twentieth century, attention was brought to
bear on longstanding racial and ethnic disparities in health status in
the U.S. Mortality rates for nearly every major cause of death are greater
for African Americans than for Whites, and other racial minorities suffer
disproportionately high mortality from certain diseases and conditions
(Table 1.2). These disparities are related to poverty, but they are not
wholly the result of poverty. To a major extent, they represent a "preven-
tion gap." In most cases, prevention is more effective than medical
care in improving health. All of the leading causes of death are largely
preventable, but minorities are less likely than Whites to receive needed
preventive services. Largely unknown are the interventions and pro-
grams most likely to succeed in preventing disease and promoting

TABLE 1.2 Mortality Rates for Selected Diseases by Ethnic
Group,1995
Deaths Per 100,000 Population

All causes
Heart Disease
Cancer
Stroke
Unintentional Injury
Homicide
Diabetes
HIV Infection

White

476.9
133.1
127.0
24.7
29.9

5.5
11.7
11.1

Black

765.7
198.8
171.6
45.0
37.4
33.4
28.5
51.8

Hispanic

386.8
92.1
79.7
20.3
29.8
15.0
19.3
23.9

Native
American

468.5
104.5
80.8
21.6
56.7
11.9
27.3
7.0

Note: From CDC, 1997b
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health among minority populations (Blumenthal & Yancey, 2000). Com-
munity-based prevention research to explore these issues is still in its
early stages.

The case of breast cancer is instructive. Screening for breast cancer
with mammography is known to reduce mortality. Breast cancer inci-
dence is higher among white women than among black women, but
breast cancer mortality and stage at diagnosis are higher in blacks
than whites, and five-year survival rates are lower in blacks. These
patterns suggest that a program of mammography in African-American
women would reduce or eliminate the black-white disparities, yet the
CDC Behavioral Risk Factor Surveillance System showed that in 1997,
only 76.1 % of black women over the age of 50 had obtained a mammo-
gram in the preceding two-year interval (Boelen, Rhodes, Powell-
Griner, Bland, & Holzman, 2000).

COMMUNITY-BASED RESEARCH AND
COMMUNITY INVOLVEMENT

New Paradigms

Traditionally, the relationship between health professional and patient/
client has reflected a substantial power differential; a patient has been
expected to follow "doctor's orders." This has been equally true whether
the health professional was a clinician or a public health worker and
regardless of whether the interaction was around practice or research.

Now, both medical care and public health are undergoing a transfor-
mation. Many patients expect that their physicians will include them
as partners in the therapeutic relationship, sharing information on the
risks and benefits of treatment options so that physician and patient can
develop a management plan together (Blumenthal, 1996). In traditional
clinical research, individual participants (the term "subjects" is losing
favor) must be fully informed of the potential risks and benefits of the
research and must give their consent in writing to participate. At each
institution receiving federal research funds, an Institutional Review
Board (IRB) must review every proposed research project to insure
that it meets all ethical standards. Although a set of federal regulations
(45CFR46) laying out these requirements has existed since the mid-
1970s, it is only in recent years that it has been well-enforced.

In the field of public health, the patient or client is the community,
and a similar shift in the professional-client paradigm is underway.
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Public health workers are now less likely to view the community as a
population that must be immunized and sanitized, and much more
likely to recognize it as a partner and a participant in promoting its own
health. This is especially true in community-based research, where
both ethics and research rigor demand that the community serve as
a partner. Of course, federally-funded community-based research is
subject to the same ethical requirements as other research involving
humans and must be approved by the appropriate IRB.

Community-based research often takes place in minority and other
disadvantaged communities, and this is likely to become an even more
frequent venue in the future as research scientists address racial and
ethnic health status disparities. These are often powerless communities
that are accustomed to being the purported beneficiaries of health
and social programs over which they have no control. Organized to
participate with public health workers and researchers as partners in
finding better ways to improve their health, they can become empow-
ered to take action on other issues, such as education, transportation,
or housing. In the broad sense, these are also public health issues.

Levels of Community Participation

Typically, community leaders are convened as an "advisory board" to
offer input to researchers on a research agenda or on a particular
project. Depending on the researchers' approach, this can be a mean-
ingful or a sham relationship. Hatch and colleagues identify four levels
or models of community participation (Hatch et al., 1993). At the first
level, the persons consulted by the researchers are at the periphery
of the community, often working for human service agencies and living
outside the community. In this model, community residents are unaware
of the purpose of the research and have no influence on its design.

At the second level, the project's advisors are leaders drawn from
organizations and churches within the community, but the researchers
retain total control of the project. In this model, there is community
involvement, but it is passive.

At the third level, community leaders are asked not only for endorse-
ment of the project, but for guidance in hiring community residents to
serve as interviewers, outreach workers, etc. This model is "community
based but not community involved, since community members do not
contribute to the design of the research nor do they have a significant
role in interpreting findings." This model may also offer potential for
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manipulation of the community, since those hired are often influential
members of the local cultural systems.

The fourth level both involves and empowers the community. In
it, community representatives are first among equals in defining the
research agenda, identifying the problem to be studied, analyzing its
contributory factors, and proposing possible solutions. The community
"negotiates, as a collaborator, the goals of the study, the conduct of
the study, and the analysis and use of study findings."

At this fourth level, there are likely to be conflicts and differences
between the researchers and the community. The challenge to the
researchers is to negotiate these differences and build a trusting rela-
tionship with the community rather than to search for another, more
compliant, venue in which to implement their plans. This relationship
between community and researcher is the most difficult to attain but one
that is most conducive to conducting effective and ethical community-
based research.

COMMUNITY ORGANIZING
FOR PARTNERSHIP DEVELOPMENT

Several models offer guidance for partnering with the community as
part of a community health planning (not necessarily research) process.
These include, for instance, the World Health Organization's "Healthy
Communities" Program {Hancock, 1993) and CDC's "Planned Ap-
proach to Community Health" (PATCH) (Goodman, Sleekier, Hoover, &
Schwartz, 1993). Braithwaite and colleagues (Braithwaite, Murphy,
Lythcott, & Blumenthal, 1989) describe a model of "community organi-
zation and development for health promotion" that borrows from the
"empowerment education" approach of Paulo Friere (1968). They list
seven steps in the model as guidance to health educators or commu-
nity organizers:

1. Learning the community layout: Entry to the community should
be preceded by a study of community geography, health status
measures, etc.

2. Learning the community ecology. This includes identifying
places where people congregate as well as meeting community
leaders and "gatekeepers" and learning their relationship to
each other.



Community-Based Research: Introduction 15

3. Community entry process: The process must be negotiated with
gatekeepers, and the community organizer must be 'Validated"
by the formal and informal community networks.

4. Building credibility: Tangible resources, such as jerseys for a
neighborhood football team, are helpful at this step.

5. Development of a community coalition board: The board de-
scribed in this step is one that is consumer-dominated (at least
60%) but also includes academic, agency, and organizational
representatives as well as elected officials.

6. Conducting a community needs assessment: This involves a
survey or similar methods to identify those health issues felt by
community residents to be most important. In the context of a
research initiative, this step might be entitled "Establishing a
research agenda."

7. Planning the intervention: Again, in the context of a research
initiative, this would be "Planning the research project." Implicit
is the need to provide feedback on the results of the project or
the intervention to the community.

Principles for Working With Communities

Among those that have published principles for sustaining working
relationships between academic institutions and communities is the
organization, Community-Campus Partnerships for Health (1997):

1. Partners must agree on missions, goals, and outcomes
2. Partners should have mutual trust, respect, and commitment.
3. Partnerships need to build on identified strengths and assets.

Instead of approaching a community-based partnership solely
by itemizing all of the problems that the community faces, the
partners should also identify their strengths and assets.

4. Good partnerships should have clear communication among
partners and transparency in the decision-making process.

5. Partnerships evolve using feedback to, among, and from all part-
ners.

6. Roles, norms, and processes for the partnerships should evolve
from the input and agreement of all partners. Partnerships need
a governance structure that establishes a common understand-
ing of how to proceed.
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7. Successful partnerships have relationships with local leaders
and funding agencies.

8. Effective partnerships use existing structures, such as schools
and worksites, to incorporate solutions into their mission.

Principles of Community-Based Research

Israel, Schultz, Parker, and Becker (1998) identify eight principles of
community-based research that are based on the assumption that the
researchers will build an appropriate relationship with the community:

1. Recognizes community as a unit of identity. This acknowl-
edges that a community may be a geographic entity but alternatively
may be defined by some other commonality among members, such
as ethnicity or occupation.

2. Builds on strengths and resources within the community. As
in the Principles for Partnerships, above, this recognizes that public
health workers and researchers have often described communities
by their needs and problems, but a more contemporary approach
to community health needs assessment calls for an inventory of the
community's assets as well (Sharpe, Greaney, Lee, & Royce, 2000).
"Assets" may include businesses, churches, schools, organizations,
agencies, and so forth.

3. Facilitates collaborative partnerships in all phases of the re-
search. Communities should share control over all phases of the
research process: problem definition, data collection, interpretation
of results, and application of the results.

4. Integrates knowledge and action for mutual benefit of all part-
ners. Results of community-based research should not be simply
added to the broad base of knowledge of community health, but
should also be integrated into local efforts at community change.

5. Promotes a co-learning and empowering process that attends
to social inequalities. Researchers and community members learn
from each other. Moreover, researchers recognize the inherent in-
equality between themselves and community members and attempt
to address this factor by sharing information, decision-making power,
resources, and support.

6. Involves a cyclical and iterative process. This cycle proceeds
from partnership development and maintenance through community
assessment, problem definition, development of research methodol-
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ogy, data collection, analysis, and interpretation, through dissemina-
tion of results, determination of action and policy implications, taking
action, and establishing mechanisms for sustainability. By implica-
tion, the process would then start over.

7. Addresses health from both positive and ecological perspec-
tives. The former is the more limited model of health that emphasizes
physical, mental, and social well-being. The latter recognizes the
role of economic, cultural, historical, and political factors.

8. Disseminates findings and knowledge gained to all partners.
This emphasizes sharing the results of the research with community
partners in understandable language and includes the need to con-
sult with participants prior to submission of manuscripts for publica-
tion, acknowledging the contributions of participants, and developing
co-authored publications when appropriate.

CULTURAL COMPETENCE
IN COMMUNITY-BASED RESEARCH

Partnering or creating a coalition with a community presupposes that
the researcher is competent to communicate and interact with persons
who are part of the community's culture; that is, the researcher should
be culturally competent. Cultural competence begins with understand-
ing the concepts of culture, values, beliefs and ethnicity, from both the
individual and organizational systems perspectives. It is important to
understand the impact and influence of cultural competence on one's
own cultural perspective as it relates to community-based research.
Culture is an arrangement of behavior patterns that enables a society
to reach collective achievement. These patterns of behaviors are trans-
mitted by symbols such as cars, houses, clothing and academic de-
grees and are specific to particular groups of people. Culture shapes
how people experience their world and make decisions on quality of
life and work (Health Resources and Services Administration, 1998).

Values are abstract concepts of worth. They are not initially an
individual's own concepts, but are social products of what has been
taught or imposed upon the person and slowly, over time, internalized.
As an individual matures and/or is exposed to other values, he may
consciously adopt the value or may discard or modify it to fit his own
perspectives.

Beliefs are structures of values, common language and similar life
experiences shared within a culture. Ethnicity refers to groups of people
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generally believed to be biologically related and who share a unique
social and cultural heritage.

Most definitions of cultural competence describe an increased cul-
tural awareness and knowledge and a change in attitude. The concept
is multifaceted; researchers and practitioners must view it broadly in
order to assimilate it and put it into practice. Cross, Bazon, Dennis,
and Isaacs (1989) have developed the following definition of cultural
competence that contains the essential principles:

A set of attitudes, skills, behaviors, and policies that enable organizations
and staff to work effectively in cross-cultural situations. It reflects the ability
to acquire and use knowledge of the health-related beliefs, attitudes, prac-
tices, and communication patterns of clients and their families to improve
services, strengthen programs, increase community participation, and close
the gaps in health status among diverse population groups. Cultural compe-
tence also focuses attention on population-specific issues including health-
related beliefs and cultural values (the socioeconomic perspective), disease
prevalence (the epidemiological perspective), and treatment efficacy (the
outcome perspective).

A culturally competent system acknowledges and incorporates, at
all levels, the importance of culture, the assessment of cross-cultural
interactions, vigilance toward the dynamics that result from cultural
differences, expansion of cultural knowledge and adaptation of ser-
vices, and research and prevention models to meet culturally unique
needs. Cultural competence is a developmental process and should
be viewed as a goal that institutions, agencies and individuals strive
to achieve.

Cross (1988) constructed a cultural competency continuum that iden-
tifies stages of development (Figure 1.1).

The first point, Cultural Destructiveness is the most negative end of
the continuum. It is represented by attitudes, policies and practices
that are destructive to cultures and individuals within them. These are

Cultural —»• Cultural —•• Cultural —»• Cultural —»• Basic —*• Advanced
Deslructiveness Incapacity Blindness Precompetence Cultural Cultural

Competence Competence

FIGURE 1.1 Cultural competency continuum.
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extreme programs and individuals that actively participate in purposeful
destruction of a culture, assuming that one race is superior and should
eradicate "inferior cultures" because of their perceived lower position.
These entities are actively involved in services that deny people access
to their natural helpers or healers. They remove children from their
families based on race and purposely risk the well being of minority
individuals in social or medical experiments without their knowledge
or consent.

Cultural Incapacity, the second point on the continuum, does not
incorporate intentional cultural destructiveness, but rather a lack of
capacity to work effectively with diverse groups. There is extreme bias
and the belief in racial superiority of the dominant group. Frequently
there is a disproportionate application of resources, support of racist
policies, maintenance of stereotypes and lower expectation of minori-
ties.

At the third point, Cultural Blindness, research is conducted and
health services provided with the intent of being unbiased. The belief
prevails that culture makes no difference, e.g., "all people are the
same." Research and health services approaches traditionally used by
the dominant culture are universally applied. Cultural blindness ignores
the cultural strengths of individuals and groups and encourages assimi-
lation into the majority culture. Minorities are viewed from the cultural
deprivation model that asserts problems are the result of inadequate
resources rather than cultural differences.

Cultural Pre-Competence, point four, implies movement toward com-
petence. Weaknesses are recognized and attempts to improve prac-
tices and increase knowledge are made. There is a danger of
"tokenism," however, as systems attempt to explore more culturally
competent processes. Precompetent entities often lack information on
what is possible and how to proceed. These systems and individuals
are characterized by the desire to practice culturally competent services
and a commitment to the rights of individuals.

Point five, Basic Cultural Competence, is characterized by accep-
tance of and respect for difference, continuing self-assessment regard-
ing culture, and careful attention to the dynamics of difference. There
is a continuous expansion of cultural knowledge and resources and a
variety of adaptations to research and health services, adjusting and
creating new models in order to address more effectively the needs of
multiple populations.

Advanced Cultural Competence, point six, is the most positive end
of the continuum. It is characterized by holding culture in high esteem
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and seeking to add to the knowledge base of cultural competence by
conducting culture-based research, examining intra-cultural phenom-
ena as opposed to comparison research, which compares minority
populations to the dominant population.

There are three primary arenas of change where development can
and must occur if there is to be a movement toward cultural compe-
tence: (1) Attitudes change to become less ethnocentric and biased;
(2) Policies change to become more flexible and culturally impartial;
and (3) Practices change to become more congruent with the culture(s)
with which the interaction is based.

Culturally Competent Research

Culturally competent research should encompass the following compo-
nents: awareness and acceptance of cultural differences; awareness of
one's own cultural values; understanding of the dynamics of difference;
basic knowledge about the culture of the population involved in the
research; knowledge of the research participants' environment; ability
to adapt research methods, evaluation, and data collection; and analy-
sis to fit the participants' cultural context.

The Culturally Competent Researcher

In addition to the characteristics of culturally competent research, there
are five elements the characterize the culturally competent researcher.

1. Acknowledges cultural differences and becomes aware of
how they affect the research process. While all people share com-
mon basic needs, there are vast differences in how people of various
cultures go about meeting these needs. It is necessary to understand
and accept that each culture finds some behaviors, interactions and
values more important or desirable than others. The researcher
should develop a dual perspective, i.e., an understanding of his/her
own culture and appreciation of differences among others.

2. Recognizes the influence of one's own culture on perspec-
tives. Acknowledges how cultural norms and values have shaped
day-to-day behaviors and have been reinforced by families, peers
and social institutions.

3. Understands and accepts the dynamics of difference. When
researchers of one culture interact with and collect data from partici-
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pants of another culture both groups bring their own unique history
and the influence of current political and socioeconomic power rela-
tionships to the research interaction.

4. Makes a conscious effort to understand the meaning of the
data within his/her own cultural context as well as that of the partici-
pants. It is important to understand the results from both perspec-
tives. Qualitative research methods often effectively enhance the
interpretation of quantitative data. Interview and focus groups can
be utilized to effectively clarify survey results, providing indepth per-
spectives to unanswered questions. It is important to understand
what symbols are meaningful and what they mean to research partici-
pants, how health is defined and how peer group and family group
networks are configured.

5. Knows where and how to obtain detailed information regard-
ing the culture of populations involved in the research. Gains enough
knowledge to know how to seek information, what information to
seek, and how to apply it effectively.

Culturally competent research strengthens the effectiveness of re-
searchers, health care providers, and health service systems by provid-
ing them with accurate information to improve their work. It also
empowers diverse communities by equipping them with the knowledge
and skills to understand health care issues and to intervene on their
own behalf (National Center for Cultural Competence, 2000).

SUMMARY

Community-based research is the force that propels modern public
health. Advances against the most important causes of morbidity and
mortality in industrial societies and, hence, major gains in life expec-
tancy, will depend on scientific advances at the community level. More-
over, improvements in public health at the community level offer the
best chance of reducing or eliminating racial and ethnic health sta-
tus disparities.

Community-based research relies on the same scientific principles
as other types of research. The processes by which hypotheses are
developed and tested and considerations of study design are essen-
tially in any type of research. There are, however, an important set of
considerations that apply uniquely to community-based research.
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These include the principles that govern relationships between re-
searchers and communities and the principles of cultural competence
that prepare researchers to create the community partnerships needed
to conduct community-based research.
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Chapter 2

ASSESSING AND APPLYING

COMMUNITY-BASED RESEARCH

Caswell Evans

A s
s public-health leaders and decision makers, we need to have
confidence in our practices, programs, and services. Yet, all
too often there are little or no data sufficient to evaluate the

effectiveness of our community-based interventions. There are high
expectations concerning public health services, their proper application
and value. The public wants to feel safeguarded from health risks and
have assurance that tax dollars are focused on priority needs. The
community and elected leaders hold public health officials accountable
for appropriate expenditure of funds. At the same time, we want to
know whether the services we provide and the programs we conduct
are effective. We wonder whether an alternative approach might
achieve improved outcomes. Despite these concerns, there is a paucity
of reliable information that enables informed decisions to be made
concerning competing options for program design, or comparing one
program approach to another. There is too little information to guide
decisions about program content, structure, or application based upon
documented evidence of the effectiveness of those options or pro-
grams, when assessed by valid scientific methods and reported in the
scientific literature.

COMMUNITY PREVENTIVE SERVICES TASK FORCE

The work of the U.S. Community Preventive Services Task Force is
changing that picture. The task force has developed recommendations

25
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for community-level interventions intended to prevent disease, disabil-
ity, and injury, and to protect health, based upon the strength of evi-
dence found in the pertinent literature. The essential questions are not
complex: What is the evidence that a public health program is effective
in achieving its intended disease prevention objectives? Under what
conditions and circumstances have program approaches proven effec-
tive? Does evidence point to ineffective practices that consequently
cannot be recommended? Furthermore, if data indicate that a program
is effective, what can be said about the cost of the intervention? Does
the level of effectiveness appear to justify the expenditure of resources
relative to what was achieved (Pappaioanou & Evans, 1994)?

The application of evidence-based assessments of the effectiveness
of population-focused programs and services is still in its formative
stages; however, evidence-based decision making has been devel-
oping in other areas of health care (McGinnis & Foege, 2000). From
a public health perspective, the potential for utilization of recommenda-
tions emanating from such assessments is substantial. In the United
States, public health programs and services are conducted by more
than 50 states and territories, and by more than 3,000 city or county
local jurisdictions. In addition, organized health systems, such as health
maintenance organizations (HMOs), have great interest in population-
based measures to ensure improved health for their enrolled population
and surrounding communities.

The interest in, and use of, evidence-based recommendations to
guide decisions in the health care of individuals was advanced consid-
erably by The Guide to Clinical Preventive Services issued by the U.S.
Preventive Services Task Force (USPSTF) in 1989 with subsequent
revisions (USPSTF, 1996). That guide serves to inform health care
practitioners about the demonstrated effectiveness of clinical interven-
tions intended to prevent disease in individual patients. The USPSTF
conducted extensive reviews of the literature covering more than 100
clinical interventions intended to prevent 70 illnesses and conditions.
Based upon review of the evidence, recommendations were made
regarding the provision of primary and secondary clinical preventive
measures, such as screening, immunization, chemoprophylaxis, and
counseling, for patients in clinical settings.

However, since the work of the USPSTF focused on preventive
measures applied to patients in a clinical setting, population-based and
applied measures were not considered, such as those intended to
prevent disease among large groups of people in community, occupa-
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tional, or school settings. Subsequently, public health leaders and oth-
ers concerned about population health recognized the value of a similar
approach that could result in better informed guidance for selecting,
funding, and implementing community-based preventive services.

In 1992, in order to test the feasibility of this approach, the Centers
for Disease Control and Prevention (CDC) conducted a pilot project to
study methods to assess the evidence of the effectiveness of public
health interventions. During 1994 and 1995, the Council on Linkages
between Academia and Public Health Practice—supported by a health
philanthropy and in collaboration with federal, state, and local public
health leaders—conducted a more extensive assessment of the feasi-
bility of this approach and also tested methods for evaluating scientific
evidence upon which guidelines for community-based disease preven-
tion interventions could be founded. The council concluded that "the
potential benefits of public health practice guidelines are immediate
and far reaching" (Council on Linkages between Academia and Public
Health Practice, 1995; Novick, 1997). Taking action on these findings,
the CDC convened the Task Force on Community Preventive Services.
This task force was charged with taking the earlier findings and recom-
mendations to the next level and developing evidence-based guidance
for preventive interventions intended for application among popula-
tions. The product of this effort would be the Guide to Community
Preventive Services.

Representation on the task force was necessarily broad in order to
assure the diversity of knowledge and experience needed to succeed
in the effort. The task force included representation from numerous
disciplines (such as maternal and child health, infectious and chronic
disease control, environmental health, and substance abuse preven-
tion), and several levels of public health practice and interest (such
as state and local public health departments, behavioral and social
sciences, epidemiology, primary care, health systems management,
and health policy).

GUIDE TO COMMUNITY PREVENTIVE SERVICES

The Guide to Community Preventive Services is intended to provide
a base of information and support for decisions concerning population-
based interventions to prevent disease and promote and protect health.
Such guidance is helpful for several reasons. Health decision-makers
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value evidence that is based on science to substantiate their practice
and choice of procedure or intervention. However, the scientific litera-
ture is vast, varies in its consistency and quality, and requires time
and analysis that is beyond the reach of most practitioners. Moreover,
the informed conclusions of experts who have taken the time to labor
through the scientific evidence in a systematic manner is rarely avail-
able to help inform a decision in a time frame that is pertinent to the
issue or problem at hand (Truman et al., 2000). Consequently, the
products of such evidence-based reviews provide useful information
to inform decisions on health programs, intervention strategies, and
policies regarding what has been shown to have been effective, and
cost-effective, among a variety of operational settings and conditions.

The topics addressed in the guide were initially taken from the
Healthy People 2000 initiative (U.S. Department of Health and Human
Services [DHHS], 1991), and later on the Healthy People 2010 initiative
(DHHS, 2000), and from the paper by McGinnis and Foege (1990) on
the actual causes of death in the United States. Topics were also
selected for their breadth of impact upon the population overall; the
burden of the disease, injury, impairment, or exposure; preventability
and the range of potential interventions; risk behaviors with large collec-
tive effects on health; those conditions with the largest effects upon
health across the lifespan; and the usefulness of the selected topics
for the target audience. (Truman et al., 2000; Zaza, Wright-Aguero, et
al., 2000). Consequently, each chapter would include a description of
the significance of the health problem in terms of the population's
burden of disease; would justify the selection of the intervention evalu-
ated; would present the evidence of the effectiveness of the interven-
tions, based upon a rigorous systematic review of the scientific
literature; would make recommendations based upon the evidence; and
would explain the link between the evidence and the recommendation.
Each chapter would also identify important research gaps identified in
the literature to inform future research efforts and stimulate interest in
specific subjects for research.

Of course, any practitioner, program director, policy maker, or other
person using the findings and recommendations of the guide would
still need to assess the information in light of their own community and
local circumstance, and assess the level of fit between information in
the guide and the parameters of the specific situation in question.

Subjects addressed in the guide were organized within three sec-
tions: changing risk behaviors; reducing diseases, injuries, and impair-
ments; and addressing environmental and ecosystem challenges.
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Changing risk behaviors addresses activities that also affect other
health-related outcomes. Topics addressed in this section include

Tobacco use
Alcohol abuse and misuse
Other addictive drugs
Physical activity
Nutrition
Sexual behavior

Topics that relate to reducing the effects of specific diseases, injuries,
and impairments are addressed in a second section under the following
subject headings:

Cancer
Diabetes
Vaccine-preventable diseases
Improved pregnancy outcomes
Oral health
Motor vehicle occupant injury
Injuries due to violence
Mental impairment and disability/mental health services

To ensure that the importance of the physical, biological, and socio-
cultural environments were considered, the third section is focused on
sociocultural environment.

Each chapter includes practical examples of how evidence-based
findings on the effectiveness of interventions intended to improve or
protect the health of populations could prove useful. Recent problems
involving immunizations among school children in some urban centers
illustrate situations where evidence of successful approaches else-
where could inform and improve program planning. The guide's chapter
on vaccine-preventable diseases is intended to be an instructive and
useful tool in such matters (Task Force on Community Preventive
Services, 2000; Briss, Rodewald, et at., 2000).

USING VACCINATIONS AS AN EXAMPLE OF THE PROBLEM

The following vignette provides an example of the potential applicability
of the vaccine-preventable disease chapter. Although in the United
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States there is general acceptance of the value of vaccinations and
most people are seen periodically in health care settings, unfortunately
vaccination opportunities are missed. In addition, parents and caretak-
ers give numerous reasons for not taking children for their immuniza-
tions. Among them are perceptions that the child is healthy and does
not need immunizations; that vaccine-preventable childhood diseases
are rare and when they do occur are not serious; that time cannot be
taken from work, immunizations are not affordable, and the parents
were never advised that their children needed immunizations. For
some, there are religious objections as well. Although information re-
garding the damaging effects of childhood diseases and the protective
value of vaccinations is available and often promoted to inform parents
about the importance of immunizations, low levels of immunization still
persist in some communities.

In December 2000, the District of Columbia Public Schools learned
that 40,000 of the system's 68,500 students were out of compliance
with vaccination standards. The urgency of the situation was apparent
and parents of unimmunized children were given a year to get their
children properly vaccinated.

At the end of 2001, the District school system found that 19,000
school children still lacked complete immunizations despite the year-
long campaign (Operation Final Push, 2002). The school board then
proclaimed that any child not fully immunized by the end of January
2002 would be excluded from school. Multiple entities responded by
launching initiatives to address the problem. With no evidence base
to guide them, however, they could only offer programs that intuitively
seemed appropriate.

Media covered the problem and numerous community organizations
worked to inform parents about the immunization requirements. More
than two dozen immunization sites, including mobile clinics, were
opened, with extended hours of service. In collaboration with local
radio stations, a contest was proposed to encourage competition
among schools, with the school producing the largest percentage of
fully immunized children to be declared the winner. Rewards of free
movie tickets were considered for children who completed their immuni-
zations and submitted the appropriate documentation.

The recent closure of D.C. General Hospital added to the logistical
challenges of providing the necessary immunizations. However, the
D.C. Healthcare Alliance, a coalition of health care facilities, agencies,
and insurers formed after the closure of D.C. General Hospital, rallied
resources in order to deliver immunizations to those who are poor and
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uninsured. Staffing difficulties and overtime expenses of operating the
expanded clinics were additional burdens for the involved organizations
(Operation Final Push, 2002). Immunization clinics sponsored by the
D.C. Department of Health were overflowing their capacity.

The record-keeping system of the school district contributed to the
problem. It was estimated that as many as half the children without
proof of immunization had actually been fully immunized; however,
their immunization records had been misfiled or lost within the school
system and the family had no documentation. The school district had a
centralized database into which practitioners could enter immunization
records, but relatively few practitioners knew about and utilized the
centralized data system (Blum, 2002).

By the end of January 2002, 4,500 school children still were not
fully immunized, and these children were turned away from school and
prohibited from returning until they had complete documentation of
their immunizations (Blum & Wilgoren, 2002). A month later the problem
had been reduced to only a few hundred children.

Other cities and public health jurisdictions have faced similar prob-
lems. Washington, D.C. is not alone. This is only one example of how
the best intentions of public health efforts may not produce the desired
outcomes. However, for many public health interventions there is an
available body of evidence that demonstrates the effectiveness of
planned interventions. The outcome of an assessment of this evidence
could be used as a resource for developing programs or services based
upon interventions that were proven effective in other locations. The
challenge is to structure the assessment of the evidence and data in
such a way that a high level of confidence can be placed upon the
findings, and consequently upon the recommendations derived from
them. From such an assessment we can become better informed about
what interventions have proven effective, in what settings, for what
populations, and under what conditions, so that we can choose more
wisely among interventions with demonstrated effectiveness. Were
such information available, interventions could be planned with a higher
degree of confidence in their overall effectiveness. It is this challenge
that the Community Preventive Services Task Force undertook.

STRUCTURE AND PROCESS

The structure and process of the task force's approach to assessing the
evidence of the effectiveness of community-based disease prevention



32 ISSUES

interventions has been presented in the literature (Briss, Rodewald, et
al., 2000; Truman et al., 2000; Zaza, Lawrence, et al., 2000; Zaza,
Wright-Aguero, et al., 2000), and task force recommendations regard-
ing other interventions have also been published (Task Force on Com-
munity Preventive Services, 2000, 2001 a, 20001 b, 2002a, 2002b,
2002c). The following provides a brief review of the approach taken
by the task force. The reader is encouraged to review the cited refer-
ence works for a more detailed presentation of this information.

To facilitate communication and assure common frames of refer-
ence, the task force agreed on several important definitions. These
definitions provided consistency of meaning for the task force and
could be useful for application in other settings as well. The definitions
(Truman et al., 2002) follow:

Community: A group of individuals who share one or more char-
acteristics.

Community Preventive Service: An intervention that prevents
disease or injury or promotes health in a group of persons.

Determinant: A causal factor that is hypothesized to affect
health outcomes, for example, demographic and population factors;
environmental factors; social, economic, educational, health care,
cultural, or other systems; or preventive interventions.

Effectiveness: Improvement in health or behavioral outcomes
produced by an intervention in a community setting.

Evidence-based method: A strategy for linking public health
recommendations to the underlying scientific evidence that demon-
strates effectiveness.

Health outcomes: Measure of health or loss of health that in-
cludes

mortality—rates of death, years of potential life lost; quality
adjusted life years gained, disability adjusted life years lost;

morbidity—disease or injury rates, infertility rates, disabil-
ity, chronic pain, functional status, psychiatric disorders;

pregnancy and birth rates.

Intermediate outcome: Biological markers and behavioral vari-
ables that occur in the pathway between a determinant and the
final health outcome. For example, levels of risk behaviors; rates of
access to, usage of, and extent of preventive services; physiologic
measures (blood pressure or cholesterol); and levels of environmen-
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tal exposures. To put this into perspective, it is important to note that
one health outcome (diabetes) can lead to another health outcome
(cardiovascular disease), making the earlier health outcome an "in-
termediate" outcome.

Public health practitioners: Persons responsible for providing
public health services, regardless of the organizational setting in
which they work. This definition includes a wide variety of health
workers in public health agencies, managed care or community
health center settings, and academic institutions, among others.
(U.S. Public Health Service, 1997)

METHODS

The process of developing the evidence-based Guide to Community
Preventive Services entailed a series of specific and rigorous steps.
The methodology was stringent to ensure a uniform approach to the
various chapter subjects, with consistent application of logic and deci-
sion making. A chapter development team was identified for each
chapter. Depending on the subject, 4 to 10 individuals who were experts
in the field were asked to participate in developing each chapter. This
ensured breadth of knowledge of the subject matter, the usefulness
and relevance of the conceptual approach to the chapter, and reduced
the likelihood that important information or issues would be overlooked,
while also reducing opportunities for the chapter to be influenced by
errors of interpretation of identified information (Briss, Zaza, et al.,
2000).

Next, logic frameworks, as shown in Figure 2.1, were structured to
diagram the chain of hypothesized causal relations among determi-
nants, intermediate outcomes, and final outcomes. The logic frame-
works also provided the chapter development teams with a structure
that enabled them to identify which public health intervention would be
useful to achieve a public health objective and where in the framework
it might exert its effect. Once interventions were identified, a detailed
analysis was developed for each intervention to identify the hypothetical
links between the intervention and the health outcomes. These analy-
ses provided a more in-depth assessment of the various linkages that
comprised a logic framework. The analytic frameworks also furnished
initial guidance for evaluating the linkages and directing the team's
initial search for evidence.
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FIGURE 2.1 Example of a logic framework.

The selection of types of interventions to assess in chapters was
influenced by the following considerations (Briss, Rodewald, et al.,
2000):

potential for reducing the burden of disease or injury
potential for increasing healthy behaviors and reducing un-
healthy behaviors
potential to increase the utilization of effective interventions that
are not widely applied
potential to decrease or eliminate less effective interventions in
favor of more effective, or cost-effective, interventions
current level of interest among providers, experts in the field, and
decision makers

A systematic search and retrieval of the pertinent literature was the
next step. The detailed analyses served to identify the essential inclu-
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sion criteria used in searching for evidence by identifying particular
interventions and specifying particular outcomes. Other criteria in-
cluded years in which studies were conducted (older studies were not
included) and restricted the search to English-language publications.
Evidence had to demonstrate that an intervention would improve health
outcomes at the population level. The effect could be direct (for exam-
ple, community water fluoridation is shown to reduce the occurrence
of dental caries in a community) or indirect (for example, increasing
tobacco sales taxes to increase tobacco prices could reduce tobacco
use, which could reduce related mortality and morbidity) (Briss, Rode-
wald, et al., 2000).

As evidence of the effectiveness of interventions was identified,
detailed information pertaining to the evidence was categorized and
entered onto a standardized abstract form (Zaza, Lawrence, et al.,
2000). In this way, evidence that met the inclusion criteria was assessed
to identify clearly the intervention studied, the context in which the
intervention was applied, the study design, quality of the study, and
the results. Two separate reviewers validated the categorization of this
information and any discrepancies were brought to the attention of the
chapter development team for resolution. In this process, the suitability
of each study design for assessing the effectiveness of interventions
was assessed using agreed-upon standards. In this way, studies were
classified as having greatest, moderate, or least suitable study designs
for assessing effectiveness (see chapter 5 for a review of study de-
signs).

For example, studies using concurrent comparison groups and a
prospective measurement of exposure and outcome were classified
as having the greatest suitability of study design (Briss, Rodewald, et
al., 2000) (Table 2.1).

All retrospective study designs or multiple pre- or postmeasurement
designs without comparison groups were classified as having moderate
suitability. Single pre- and postmeasurement study designs without
concurrent comparison groups or exposure and outcome measures in
a single group at the same point in time were classified as least suitable.

Quality of execution of the study was also assessed by considering
various threats to validity, including study population and intervention
descriptions, sampling, exposure and outcome measurement, data
analysis, and interpretation of results (Briss, Rodewald, et al., 2000).
Categories of specific procedural limitations and weaknesses were
identified pertinent to the various threats to validity (Zaza, Lawrence,
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TABLE 2.1 Suitability of Study Design for Assessing Effectiveness
in the Guide to Community Preventive Services

Suitability Attributes

Greatest Concurrent comparison groups and prospective measure-
ment of exposure and outcome

Moderate All retrospective designs or multiple pre- or postmeasure-
ments but no concurrent comparison group

Least Single pre- and postmeasurements and no concurrent com-
parison group or exposure and outcome measured in a single
group at the same point in time

Note: From Briss, Zaza, et al., 2000.

et al., 2000), and studies were classified as having good, fair, or limited
quality of execution based upon the number of documented limitations.
For example, studies were classified as having good execution if they
had 0-1 limitations in their execution. Studies with 2-4 limitations were
classified as fair, and those with 5 or more were classified as limited.
Results across a group of related studies were assessed and described
qualitatively and statistically using median and range or interquartile
range of effect sizes. The body of evidence of effectiveness was then
classified as strong, sufficient, or insufficient based on the number of
studies available, the strength of their design and execution, and the
size and consistency of the reported effects (Briss, Rodewald, et al.,
2000).

In the rare circumstance where evidence was not available and the
intervention was considered important enough, or was practiced widely
and a recommendation had to be made, the task force agreed to use
expert opinion. However, this option was never utilized. The summary
of factors utilized to assess the strength of a body of evidence pertaining
to population-based interventions is shown in Table 2.2 (Briss, Rode-
wald, et al., 2000).

In the final presentation of findings, interventions that demonstrated
stronger evidence of effectiveness received stronger recommenda-
tions. The relationship between the findings regarding strength of evi-
dence and the strength of recommendation is shown in Table 2.3 (Briss,
Rodewald, et al., 2000).

Evidence that was found to be inconsistent in effect size or direc-
tion—based upon definable characteristics of the study population,



TABLE 2.2 Assessing the Strength of a Body of Evidence on Effectiveness of Population-Based
Interventions in the Guide to Community Preventive Services

Evidence of Execution-
effectiveness3 good or fair*

Strong Good
Good

Good or fair
Meet

Sufficient Good
Good or fair

Good or fair

Design Number of Consistent0

Suitability — studies
greatest,
moderate, or
least

Greatest
Greatest or
moderate
Greatest

Design, Execution
for Sufficient

Greatest
Greatest or
moderate
Greatest or

At least 2 Yes
At least 5 Yes

At least 5 Yes
, Number, and Consistency Criteria
but Not Strong Evidence

1 Not applicable
At least 3 Yes

At least 5 Yes

Effect sized

Sufficient
Sufficient

Sufficient
Large

Sufficient
Sufficient

Sufficient

Expert
opinion6

Not used
Not used

Not used
Not used

Not used
Not used

Not used
moderate or

Expert Opinion Varies
least
Varies Varies Varies Sufficient Supports a

A. Insufficient designs
or execution

B. Too few
studies

C. Inconsistent D. Small
recommendation
E. Not used

"The categories are not mutually exclusive; a body of evidence meeting criteria for more than one of these should be categorized in the highest
possible category.
"Studies with limited execution are not used to assess effectiveness.
Generally consistent in direction and size.
"Sufficient and large effect sizes are defined on a case-by-case basis and are based on task force opinion.
'Expert opinion will not be routinely used in the Guide but can affect the classification of a body of evidence as shown.
"Reasons for determination that evidence is insufficient will be described as follows: A. Insufficient designs or executions, B. Too few studies, C.
Inconsistent. D. Effect size too small, E. Expert opinion not used. These categories are not mutually exclusive and one or more of these will occur when
a body of evidence fails to meet the criteria for strong or sufficient evidence.
Note: From Briss, Zaza, et al., 2000.
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TABLE 2.3 Relationship of Strength of Evidence of Effectiveness
and Strength of Recommendations

Strength of Evidence of Effectiveness Recommendation

Strong Strongly recommended
Sufficient Recommended
Insufficient empirical information Recommended based on

supplemented expert opinion
by expert opinion

Insufficient Available studies do not
provide sufficient evidence
to assess

Sufficient or strong evidence of ineffectiveness Discouraged
or harm

Note: From Briss, Zaza, et al., 2000.

setting, or the intervention—led to separate recommendations for differ-
ent settings. For example, an intervention might be recommended for
application in a health department but not in a managed care setting.
Contradictory or insufficient evidence of effectiveness of an intervention
in any setting or population would lead to a determination of insufficient
evidence to assess effectiveness. Evidence of ineffectiveness, absent
any evidence of effectiveness in a definable setting, led to a recommen-
dation against application of the intervention. Evidence of unintended
outcomes of interventions, both positive and negative outcomes, was
also assessed (Briss, Rodewald, et al., 2000).

With this information, chapter development teams considered the
findings and recommendations in terms of their applicability by

defining target populations and settings most suitable for the in-
tervention;

determining whether the available studies evaluated the inter-
vention in those settings;

assessing the extent to which study settings might be represen-
tative of the larger target population;

making judgments about whether the intervention worked bet-
ter in one population or setting than in others. (Briss, Rodewald, et
al., 2000)

Where possible, economic analysis of interventions was also con-
ducted in order to assess the resource implications of interventions and
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facilitate decision making concerning resource allocation to achieve
maximal health improvement (Garande-Kulis et al., 2000).

Based upon this information, the task force then determined how
widely the resulting recommendations should apply and made recom-
mendations regarding further research needed in the subject area.

EXAMPLES OF INTERVENTION RECOMMENDATIONS:
VACCINATIONS

Let's return to the discussion and example of the problem of vaccina-
tions among school-aged children in Washington, D.C. Although the
problem might not have been totally avoided, it could have been amelio-
rated possibly by application of interventions shown to have been
effective in similar settings and directed at a similar population. This is
where the findings and recommendations of the Community Preventive
Services Task Force could be applied with the understanding that each
of the recommended interventions has documented effectiveness in
similar settings and populations. It is important to remember that the
effectiveness of vaccines is not at issue; the challenge at issue is to
identify and apply community-based interventions that result in more
at-risk persons receiving needed vaccines. (The recommendations of
the task force concerning vaccinations are directed towards improving
coverage in children, adolescents, and adults, and are not limited to
school children. Even so, the recommended interventions have general
applicability to schoolchildren and several are particularly relevant to
this age group.)

Task force recommendations on immunization programs are orga-
nized under three subject headings: increasing community demand;
enhancing access to vaccine services; and provider-based interven-
tions.

Increasing Community Demand for Vaccinations

Client reminder/recall: This intervention entails reminding
members of a target population that vaccinations are due (reminders)
or late (recall). Such interventions are strongly recommended based
on the strength of the scientific evidence of their effectiveness in
improving vaccine coverage among children and adults, in a range
of settings and populations, when applied at the individual level as
well as the community level, and whether used alone or as part of a
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multicomponent intervention. (Task Force on Community Preventive
Services, 2000)

Multicomponent interventions that include education: These
are interventions that provide knowledge to the target population,
and perhaps providers of vaccines, and use at least one other action
to improve vaccine coverage. Such interventions are strongly recom-
mended based on strong evidence that they improve coverage
among children and adults, improve coverage in a broad range of
applications that include community-wide and clinic settings, and
have incorporated education and other actions. It should be pointed
out that the relative contribution of specific elements of multicompo-
nent interventions could not be clearly determined. (Task Force on
Community Preventive Services, 2000)

Vaccine requirements for child care, school, and college atten-
dance: Such requirements are in the form of laws or policies that
require vaccination or proof of immunity as a condition of attendance.
These types of requirements were recommended based on sufficient
evidence that such requirements are effective in reducing vaccine-
preventable diseases or improving vaccine coverage, and that such
requirements are effective in all relevant target populations. How-
ever, the relative differences in degrees of effectiveness among
various laws and policies, or their enforcement, in different jurisdic-
tions could not be determined. (Task Force on Community Preven-
tive Services, 2000)

Community-wide education-only interventions: These inter-
ventions only provide education to target populations and providers
in a geographic area. The task force found insufficient evidence to
assess the effectiveness of such interventions due to few studies
with limited designs that showed inconsistent results. (Task Force
on Community Preventive Services, 2000)

Clinic-based education-only interventions: Such interventions
only provide education directed towards populations served by a
public health or medical clinic. The task force found insufficient
evidence to assess the effectiveness of such interventions due to
few studies with limited designs that showed inconsistent results.
(Task Force on Community Preventive Services, 2000)

Client or family incentives: Incentives could be a financial or
other motivator or could be in the form of penalties that stimulate
persons to obtain vaccinations. The task force found too few studies,
focused on various incentives, and demonstrating variability in the
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size of the results. Consequently, it found that insufficient evidence
existed to assess the effectiveness of client or family incentives to
improve vaccine coverage. (Task Force on Community Preventive
Services, 2000)

Client-held medical records. These interventions are records
that are retained by members of a target population or their families
that indicate which vaccinations have been received. Again, the task
force found insufficient evidence to assess the effectiveness of such
interventions due to few studies with limited designs that showed
inconsistent results. (Task Force on Community Preventive Ser-
vices, 2000)

Enhancing Access to Vaccination

Reducing out-of-pocket costs: In order to reduce the personal
expense of vaccines, the costs could be paid by other sources,
insurance coverage could be applied, and copayments for vaccina-
tions could be reduced or eliminated. Such interventions are strongly
recommended based on the strength of evidence that they improve
vaccine coverage for children and adults, are effective in a range
of settings and populations, are effective when applied at the individ-
ual and the population level, and whether used alone or as part of
a multicomponent strategy. (Task Force on Community Preventive
Services, 2000)

Expanding access in health care settings: These are strategies
that increase the availability of vaccines in public-health or medical
clinic settings by reducing geographic barriers, expanding or chang-
ing hours of service, expanding the clinic settings in which vaccines
are provided (for example, emergency rooms and subspecialty clin-
ics), and developing new administrative procedures to provide vac-
cines such as express lines and drop-in clinics. Expanding access
in health care settings is strongly recommended if the expansion is
part of a multicomponent initiative, based on the strength of evidence
that the result is improved vaccine coverage for children and adults
in a range of health care settings. However, there was insufficient
evidence to recommend expanded access only, due to the small
number of studies with limitations in design and execution, reporting
results with low effect sizes and statistically not significant. (Task
Force on Community Preventive Services, 2000)

Vaccination programs in women, infants, and children settings:
These are efforts intended to improve vaccination among low-income
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participants of the supplemental nutrition program for eligible preg-
nant and postpartum women, their infants and children (the WIG
program) where the service is provided in a nonmedical setting.
Such interventions are recommended based on evidence that they
are effective in improving vaccine coverage in children whether used
alone or as part of a multicomponent initiative. (Task Force on Com-
munity Preventive Services, 2000)

Home visits: These are interventions that entail a home visit
and direct interaction with the child and family. Home visits can
also involve telephone or mail reminders. Such interventions are
recommended based on the evidence. However, these types of
interventions are costly when compared to other forms of intervention
intended to improve vaccine coverage. (Task Force on Community
Preventive Services, 2000)

Vaccine programs in schools: Such programs are intended
to improve vaccine coverage of school-aged children by providing
vaccine-related education and providing vaccinations or referrals in
the school setting. Due to few studies assessing the effectiveness
of school-based vaccine programs, the task force found insufficient
evidenced make a recommendation regarding this form of interven-
tion. (Task Force on Community Preventive Services, 2000)

Vaccination programs in child care centers: These are pro-
grams focused on children of approximately 5 years and younger
in child care settings. Due to the absence of studies, the task force
found insufficient evidence to make a recommendation regarding
this form of intervention. (Task Force on Community Preventive
Services, 2000)

Provider-Based Interventions

Provider reminder/recall: These are reminders for those who
administer vaccines that they are due (reminder) or overdue (recall)
for a specific patient or client. Reminders can be furnished via medi-
cal charts, computer flags, or other means. Provider reminders are
strongly recommended based on the strength of evidence that they
result in improved vaccine coverage for children, adolescents, and
adults, whether used separately or in combination or as an element
of a multicomponent intervention, and are effective in a range of
settings and populations. (Task Force on Community Preventive
Services, 2000)
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Assessment and feedback for vaccination providers: Such in-
terventions entail retrospective evaluation and feedback concerning
the performance of providers in delivering vaccinations to a client
population. Based on the strength of evidence this form of interven-
tion is strongly recommended and has been shown to be effective
for children and adults. (Task Force on Community Preventive Ser-
vices, 2000)

Standing orders: This intervention involves non-physicians pro-
viding vaccines to a client population by protocol without direct physi-
cian involvement at the time of the service. Standing orders are
strongly recommended based on the strength of evidence. (Task
Force on Community Preventive Services, 2000)

Provider education only: These are education efforts directed
towards providers to increase their knowledge about vaccinations.
Written materials, videos, lectures, and other forms of information
delivery could be involved. Due to the small number of studies with
limited design and execution, showing variable results, the task force
found that insufficient evidence was available to assess the effective-
ness of provider education alone as a means of increasing vaccine
coverage for an at-risk population. (Task Force on Community Pre-
ventive Services, 2000)

DISCUSSION

As the vignette concerning the vaccine crisis in Washington, D.C.
illustrated, there could be substantial benefit to developing population-
based disease prevention, health promotion, and health protection
interventions based on evidence of the effectiveness of interventions in
other settings. The description of the methods used by the Community
Preventive Services Task Force to assess, rate, and categorize the
strength of evidence, leading to the development of evidence-based
recommendations, provides a basis for understanding the complexity
of such an undertaking. The detailed description of the vaccine-related
recommendations from the task force provides an example of how
evidence-based recommendations can be presented and focused on
specific settings and community circumstances. Similar processes
have led to task force recommendations concerning reduction of injur-
ies to motor vehicle occupants pertaining to increasing child and adult
safety-belt use and reducing alcohol-impaired driving (Task Force on
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Community Preventive Services, 2001); reduction of tobacco use and
exposure to environmental tobacco smoke (Task Force on Community
Preventive Services, 2001); health care system and self-management
education interventions to reduce morbidity and mortality from diabetes
(Task Force on Community Preventive Services, 2002); increasing
physical activity in communities (Task Force on Community Preventive
Services, 2002); and prevention of dental caries, oral and pharyngeal
cancers, and sports-related craniofacial injuries (Task Force on Com-
munity Preventive Services, 2002). As the task force completes its
work regarding the full range of subjects under the headings of changing
risk behaviors, reducing diseases, injuries, and impairments, and ad-
dressing environmental and ecosystem challenges, the magnitude of
this undertaking can be readily discerned. It has boundless value to
public health efforts to prevent disease and promote and protect health.

The recommendations, decisions, and actions of public-health lead-
ers, policy makers, program planners, health program advocates, and
many others can be informed by, and benefit from, the findings of
community-based research. For example, because public-health strat-
egies to increase vaccine levels among population groups is a constant
challenge, such efforts can be strengthened by program planning that
is based on evidence of what strategies have worked previously, among
what populations, in what settings, and under what conditions. How-
ever, final decisions and actions about program concepts, content, and
implementation must also be based on a firm understanding of local
conditions, needs, resources, and priorities. Consequently, program
decisions cannot be guided solely by research findings. Yet, evidence-
based conclusions can lend powerful assistance when planning pro-
gram features and in making choices among program options. The
strength of the evidence can assist others in understanding the reason-
able range of program outcomes so that expectations are neither too
high nor too low. The evidence also provides an initial benchmark
against which program performance can be assessed.

The process by which evidence-based findings were developed by
the Community Preventive Services Task Force also illuminates the
research process by identifying those aspects of research design and
execution that lead toward reliable findings in the context of community-
based research. In this way, research methods are informed and can
be improved in the future. In addition, important gaps in knowledge
can also be identified with the expectation that future research will be
drawn to these gaps. This work provides an example of how systematic
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analysis of community-based research can benefit the health of the
public. Interventions built upon the evidence of their effectiveness can
improve attainment of public-health goals and objectives. Ultimately
we can achieve greater success in preventing disease, promoting
health, and protecting health in the community.
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Chapter 3

PUBLIC HEALTH ETHICS AND

COMMUNITY-BASED RESEARCH

LESSONS FROM THE TUSKEGEE

SYPHILIS STUDY

Bill Jenkins, Camara Jones,
and Daniel S. Blumenthal

In
n 1895, one of the most important speeches in African-American
history was delivered in Atlanta at the Cotton States Exposition. It
proposed the development of African American communities by

investments in self-help programs centered in Tuskegee, Alabama.
This effort was called the Tuskegee Experiment. The speech laid the
groundwork for support of self-development efforts in African American
communities throughout the nation. Unfortunately, it also accepted
segregation as a political reality. The speech became known as the
Atlanta Compromise and established Booker T. Washington as the
most influential African American leader of his day. In it he said, "Ne-
groes and Whites may live as the hand, together in all things economic
and separate in all things social." It was a trade-off that continues to
plague Black leaders and their communities to this day.

Whether it was ethical to make this trade-off is also at the heart of the
most tragic episode of medical and research misconduct in American
history. This chapter is a review of that tragedy, which was entitled
the Tuskegee Study of Untreated Syphilis in the Negro Male, more
commonly called simply the Tuskegee Syphilis Study. Like Washing-
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ton's speech, it continues to have an impact long after its conclusion.
(The term "Tuskegee Experiment" is used in various writings to describe
the Tuskegee development initiative of the early twentieth century, the
training program for Black aviators conducted in Tuskegee during World
War II, and the Tuskegee Syphilis Study. In this chapter, the term is
reserved for the development initiative, and the notorious research
project is called the Tuskegee Syphilis Study.)

BACKGROUND

With support of the leading philanthropists of the day, Booker T. Wash-
ington realized his dream of self-development for his people. Tuskegee
Institute, later known as the Tuskegee Machine, produced a series of
phenomenally successful programs and made Tuskegee the Camelot
of Black America. It produced an agricultural program under George
Washington Carver that saved the declining agricultural system of the
South. It developed an architectural program in which students not
only designed buildings and built them, but also made the bricks used
in their construction.

The Tuskegee Machine also organized many segments of the Black
community into powerful alliances, including the National Business and
Professional League, the National Bar Association, the National Nurses
Association, and the National Medical Association. It spawned the
Negro Health Movement, which organized Negro Health Week in April
of each year; this continues today as Public Health Week, focusing
the nation on the health issues of the day. It also built and managed the
only Black-owned and -managed hospital in the South (John Andrews
Hospital, now closed) and trained the Tuskegee Airmen, who were
World War II heroes. The real tragedy of this history is that today many
people, including African Americans, ignore the significant achieve-
ments that were part of the Tuskegee Experiment and remember the
one terrible tragedy. How is it that African Americans accomplished so
many great things at Tuskegee and yet most people remember only
the one bad thing associated with it?

Among those who heard Washington's speech was Julius Rosen-
wald, founder of the Sears department stores. One of the wealthiest
men of his day, Rosenwald was fascinated by the development efforts
that had gotten underway in Tuskegee only 30 years after the end of
the Civil War. Through his foundation, Rosenwald became the chief
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underwriter of the Tuskegee Experiment—an experiment to see if Afri-
can Americans could build a successful modern society in a small town
in Alabama. The Rosenwald Fund provided monies not only to support
Tuskegee Institute, but also to develop schools, factories, businesses,
and agriculture.

By the end of World War I, the Tuskegee Experiment was in full
swing under the leadership of Dr. Robert Moton, a Virginian who had
succeeded Booker T. Washington as president of Tuskegee Institute.
The son of former slaves, Moton was a graduate of Hampton Institute,
where he had subsequently served for 25 years as the school's com-
mandant in charge of military discipline (Moton, 1921).

The wartime draft had given the U.S. a new perspective on the
health of its youth: shockingly high percentages of young male draftees,
especially those from poor rural families, had failed their preinduction
physical exams. Now, ironically, the health of American youth was
being further damaged by the aftermath of the war. Many young men
returning home were infected with syphilis, an often incurable and
sometimes deadly infectious disease associated with social disruptions
such as war.

By 1926, prevalence rates had reached 36% among the African
American population of Macon County, where Tuskegee is located.
Because of its relatively extensive resources and support from the
Rosenwald Fund, Tuskegee was one of the few Black communities
that could mount a syphilis treatment program. Such a program required
substantial medical and logistical support because the treatment of
syphilis necessitated an 8-week course of therapy with drugs containing
toxic chemicals such as mercury and arsenic. Given the complexity of
the treatment and its low efficacy (about a 30% cure rate), many physi-
cians felt the treatment was worse than the disease.

Yet, with the assistance of the U.S. Public Health Service, this effort
achieved some success. In 1930, however, Rosenwald funding was
discontinued following the 1929 stock market crash. With this source
of funding gone, the Public Health Service (PHS) decided to limit its
efforts to a small research project: the PHS staff would follow a group
of untreated men for 6 to 8 months, then administer treatment. The
senior PHS officer assigned to the project, Dr. Taliaferro Clark, was
one of a group of PHS syphilologists who were considered liberal on
racial matters in that they had some concern for the health of African
Americans. Yet he wrote to a colleague, "These negroes are very
ignorant and easily influenced by things that would be of minor signifi-
cance in a more intelligent group" (Brody, 2002).
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In 1933, Clark retired and was succeeded by his deputy, Dr. Ray-
mond Vonderlehr. Fascinated by the pathology he was seeing in the
men, Vonderlehr developed a plan to offer them partial treatment in
order to keep them in the study. At this point, the project became a
long-term study of untreated—actually undertreated—syphilis. It was
Vanderlehr and his colleague, Dr. Oliver Wenger, who devised most
of the study's deceptive strategies to ensure the cooperation of the
subjects. Writing to Vanderlehr regarding his tactic of calling spinal
taps (often-painful diagnostic tests used to detect neurosyphilis) a "free
special treatment," Wenger congratulated him on his "flair for framing
letters to Negroes." Clark also defended this tactic (Brody, 2002).

The study initially included 300 men with syphilis and 300 without.
Early in the project, 99 of the controls developed syphilis and were
moved into the experimental group.

Although the project was devised and led by the White leaders of the
Venereal Disease Section of the USPHS, it could not have succeeded
without the cooperation and support of local Black leadership. Moton
agreed to support the study if "Tuskegee gets its full share of the credit"
and if Black professionals were involved. The latter condition was met
by the inclusion of Dr. Eugene Dibble, head of Tuskegee Institute's
John Andrews Hospital. He supported the institute's full cooperation
and involvement in the study, which he wrote in a letter to Moton
would "offer very valuable training for our students as well as for the
interns . . . our own hospital and the Tuskegee Institute would get credit
for this piece of research work" (Brody, 2002).

Even more important to the study was nurse Eunice Rivers, who
was working at John Andrews Hospital in 1931 and who was recom-
mended to the study's directors by Eugene Dibble. Rivers was responsi-
ble for the project's outreach efforts, contacting the men in their homes,
explaining their disease to them, informing them about the project, and
often driving them to the study's clinical facilities. In many ways, she
was a "culturally competent" public health nurse. Rivers was the only
person to work in the project for the entirety of its 40-year duration.

The role of these and other Black professionals in the Tuskegee
Syphilis Study has been the subject of much discussion and will be
further considered later in this chapter.

At no time was the Tuskegee Syphilis Study conducted in secret.
To the contrary, it was well known throughout the Public Health Service
and it generated numerous scientific papers in the medical literature.
The first of these appeared in 1936 (Vonderlehr, Clark, Wenger, &



Lessons from the Tuskegee Syphilis Study 51

Heller). At least 22 other publications followed (see Appendix) as well
as numerous lectures, presentations at scientific meetings, and unpub-
lished reports. Hence, for 40 years the project was conducted in full view
of the scientific community, with little or no question raised regarding its
ethics.

Preventing the men from being treated sometimes required unusual
efforts. The World War II draft represented one such challenge, be-
cause many of the study's subjects were at risk of being drafted and
treated by the Army. However, standing in the way of treatment was
in some respects defensible, because as previously noted, the treat-
ment was toxic and of limited effectiveness.

That changed radically in 1945, however. Penicillin had emerged
as an effective and safe treatment for syphilis. With the end of the war,
it became readily available. By 1947, the PHS had established Rapid
Treatment Centers as part of a national program of syphilis control,
and U.S. case rates subsequently declined dramatically. In Tuskegee,
however, the subjects of the Tuskegee Syphilis Study continued to go
untreated. The cooperation of local physicians was now more crucial
than ever, because it was not only essential to withhold treatment for
the men's syphilis, but also to withhold treatment for other infections
because the penicillin used might concurrently treat the syphilis. Hence,
the subjects of the study, without their consent, were put at risk for a
variety of other infectious diseases in addition to syphilis.

In 1947 a program of rotating African American medical students
through the study unit was also initiated. By 1962, 127 such students
had been rotated through the unit. This represented another way in
which the study was exposed to scrutiny without repercussion.

In the late 1960s, questions regarding the ethics of the study were
raised in The Drum, a civil rights newsletter published by employees
of the Department of Health, Education, and Welfare [HEW]. In 1966,
Peter Buxtun, a PHS venereal disease investigator in San Francisco,
read about the study and wrote a letter to the Public Health Service's
National Communicable Disease Center (NCDC; now the Centers for
Disease Control and Prevention, or CDC) where the study was housed,
challenging its ethics. Although ignored initially, Buxtun persisted, and
his persistence resulted in the creation of a blue-ribbon committee by
the NCDC director to review the study and recommend whether it
should be continued (Jones, 1993).

The committee reported in the affirmative: the study should indeed
be continued. In fact, in the committee's view, it was important at that
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point in time to strengthen the study and to enlist additional local support
for it. Endorsements were subsequently sought and obtained from the
Alabama State Health Department, the Macon County Health Depart-
ment, and the Macon County Medical Society, which was predomi-
nantly Black.

Hence, the study continued, alive and well, until 1972. Peter Buxtun
had by then left the PHS to enroll in law school. Eventually he described
the Tuskegee Syphilis Study to a newspaper reporter friend who worked
for the Associated Press. The story was assigned to another reporter,
Jean Heller, who broke the story in the Washington Star on July 25,
1972. The next day, Dr. Merlin Duval, HEW's assistant secretary for
health, told reporters that he was "shocked and horrified" by the
Tuskegee Syphilis Study (Jones, 1993).

And that ended the study. Eventually, the syphilitic men who were
still alive were treated for their disease as appropriate and also guaran-
teed free medical care for the remainder of their lives. A $1.8 billion
lawsuit filed by civil rights attorney Fred Gray was settled out of court
in 1974 for $10 million (Reverby, 1997) and the money was divided
among more than 600 survivors, spouses, and descendants of the
study's original subjects.

On May 16, 1997, the five remaining Tuskegee survivors who were
able to make the trip flew to Washington to receive a personal apology
from President Clinton. In his remarks at the time, the president said,
"The United States government did something that was wrong—deeply,
profoundly, morally wrong. It was an outrage to our commitment to
integrity and equality for all our citizens ... I am sorry that your federal
government orchestrated a study so clearly racist" (Clinton, 1997).

Although the Tuskegee Syphilis Study ended more than three de-
cades ago, it has continued to have profound implications for the way
in which research on human participants is conducted in this country
and has special implications for community-based research in African
American communities.

CHANGED RESEARCH PRACTICES SINCE 1972

In 1974, in the aftermath of the scandal surrounding the Tuskegee
Syphilis Study, the National Research Act was signed into law, creating
the National Commission for the Protection of Human Subjects of
Biomedical and Behavioral Research (National Commission). In 1979,
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the commission issued the Belmont Report, which articulated a set of
ethical principles that continue to guide human research in the U.S.
(National Commission, 1979). It must be noted, however, that the
commission did not invent research ethics. Well-known ethical codes
for research that antedated it include the Nuremberg Code (Mitscher-
lich & Mielke, 1949) and the Declaration of Helsinki (World Medical
Association, 1964). Both demanded that research on humans be car-
ried out only with the informed consent of the subjects.

The ethical principles, as stated in the Belmont Report (National
Commission, 1974) are as follows:

1. Respect for Persons. Respect for persons incorporates at
least two ethical convictions: first, that individuals should be treated
as autonomous agents, and second, that persons with diminished
autonomy are entitled to protection. The principle of respect for
persons thus divides into two separate moral requirements: the re-
quirement to acknowledge autonomy and the requirement to protect
those with diminished autonomy.

2. Beneficence. Persons are treated in an ethical manner not
only by respecting their decisions and protecting them from harm,
but also by making efforts to secure their well-being.... Two general
rules have been formulated as complementary expressions of benef-
icent actions in this sense: (1) do not harm, and (2) maximize possible
benefits and minimize possible harms. [This is sometimes expressed
as two separate principles: beneficence and nonmaleficence.]

3. Justice. Who ought to receive the benefits of research and
bear its burdens? This is a question of justice, in the sense of
"fairness in distribution" or "what is deserved." An injustice occurs
when some benefit to which a person is entitled is denied without
good reason or when some burden is imposed unduly.

The Department of Health, Education, and Welfare already had
regulations in place governing federally funded research, but these
were revised following the publication of the Belmont Report (National
Commission, 1979) (45 C.F.R. 46). Simultaneously, the Food and Drug
Administration (FDA) revised its regulations (21 C.F.R. 50,56). The new
regulations, like the old ones, focused primarily on properly obtaining
informed consent to participate in research. They also required institu-
tions receiving federal research funds to establish ethics committees
known as Institutional Review Boards to review each research proposal
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involving human subjects to determine whether it met ethical standards.
In addition, the regulations established requirements for confidentiality
for persons participating in research.

In 1991, 16 federal departments and agencies (later expanded to
18) became signatories to 45 C.F.R. 46, and its core (Subpart A)
became known as the Common Rule. However, some federal agencies
that conduct human research are not covered by the Common Rule,
and the FDA continues to have additional regulations that cover re-
search on drugs and devices (National Bioethics Advisory Commis-
sion, 2001).

Despite the additional safeguards put in place by the new regula-
tions, however, knowledge of the Tuskegee Syphilis Study continues
to foster a deep suspicion of research in the African American commu-
nity. As stated by Gamble (1997a), "since its public revelation, the
study has moved from a singular historical event to a powerful metaphor
that symbolizes racism in medicine, misconduct in human research,
the arrogance of physicians, and government abuse of black people."
Distrust of the biomedical community generally and of researchers in
particular is especially visible when research is to be done in the field
in an African American community (rather than in a hospital or clinic).
Scientists doing such research are unlikely to avoid it for long.

DISCUSSION

Four issues deserve further discussion: (a) the study's specific ethical
violations; (b) the question of how reputable scientists could participate
in and defend the project; (c) the role of African Americans in the study;
and (d) contemporary racism in the United States.

Ethical Violations

As described earlier, the Belmont Report defined three ethical princi-
ples: respect for persons, beneficence, and justice. The Tuskegee
Syphilis Study violated all three.

Respect for persons is synonymous with autonomy. This is every
person's right to act as an independent agent, free of coercion and
armed with the facts. By failing to explain the study to the men who
were its subjects—and worse, by deceiving them into thinking that
they were receiving treatment rather than serving as the subjects of
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research—the Tuskegee Syphilis Study's researchers denied them
their autonomy. The researchers frequently rationalized this by stating
their belief that the men were too ignorant and poorly educated to
understand an explanation or to give truly informed consent. Eventually,
this was demonstrated to be false. The men who survived at least until
1972 showed that they were indeed capable of understanding what
had been done to them; but if they had not been thus capable, they
would have been deserving of special protections, not subject to an
arbitrary abrogation of their right to autonomy. The Belmont Report
articulated this clearly (National Commission, 1979).

Beneficence is the moral obligation to act for the benefit of others
and to promote good. Sometimes its obverse, nonmaleficence—the
obligation not to inflict harm on others—is stated as a separate ethical
principle. This principle clearly is central to the practice of medicine,
in which the physician is expected to offer a treatment with known
efficacy. If no such treatment is available, the physician should at
least be sure not to worsen the patient's condition (according to the
Hippocratic maxim, "First, do no harm"). In research, the application
of the ethical principle is less obvious, because the efficacy and safety
of the treatment under study are unproven. The investigator cannot be
certain that the research will benefit the participant, and it may in fact
cause harm. As the Belmont Report states, however, "investigators
and members of their institutions are obliged to give forethought to the
maximization of benefits and the reduction of risk that might occur
from the research investigation" (National Commission, 1979). In the
Tuskegee Syphilis Study, both parts of the beneficence/nonmalefi-
cence principle were abandoned: treatment was not only withheld by
the investigators, but they also attempted to ensure that the men were
not treated by other physicians even if it meant that other, nonsyphilitic,
infections also went untreated. Hence, there was no attempt to provide
any benefit to the subjects and many of the researchers' actions risked
a positive harm. Ironically, the only tangible benefit associated with
participating in the Tuskegee Syphilis Study was a promise by the
government to pay the subjects' funeral expenses.

The third principle, justice, calls for fair, equitable, and appropriate
treatment in light of what is due or owed to persons. In research, this
consideration applies largely to the selection of participants: No one
segment of society should bear a disproportionate share of the risks
of research; similarly, no one segment should benefit disproportion-
ately. This principle was violated rather routinely during the nineteenth
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century and the first half of the twentieth, when "the burdens of serving
as research subjects fell largely upon poor ward patients, while the
benefits of improved medical care flowed primarily to private patients"
(National Commission, 1979). The Tuskegee Syphilis Study was but
a particularly egregious example of this; only poor, uneducated African
Americans were made to assume the risks of the study, although
the disease being studied was not confined to that segment of the
population. More than any other, the violation of this principle by the
Tuskegee Syphilis Study—as well as by many other studies and by
the health care establishment generally—has bred mistrust and suspi-
cion in African American and other minority communities.

Participation of Scientists in the Tuskegee Syphilis Study

One of the most fascinating aspects of the Tuskegee history is that it
was not carried out in secret by a clandestine group of Nazis, but rather
was conducted by leading public health physicians, otherwise ethical
men, in full view of the entire medical community. Somehow, a project
that was seen as quite acceptable by almost all of the many people
who knew about it was reevaluated and became, literally overnight,
the embodiment of unethical research. What was everybody thinking?

Several explanations must be considered. One is the tenor of the
times, especially during the study's first 30 years. As noted previously,
it was commonplace—at least until the Tuskegee Syphilis Study was
exposed in the lay press—for research to be carried out on people
who were poor with little or no thought given to informed consent. The
Tuskegee Syphilis Study was not the only example of this. Another
research project that gained considerable notoriety was the Wil-
lowbrook Study, carried out from 1963 through 1966 at the Willowbrook
State School, an institution for those who were mentally retarded, in
Staten Island, New York. There, children were deliberately infected
with hepatitis in order to study the infection's natural history and to test
the value of gamma globulin in preventing or treating it (University of
California, 2000).

In addition, it was an era in which overt, undiluted racism was the
norm, especially in southern states such as Alabama. Segregation
was based on the premise that Blacks truly were inferior to Whites
(intellectually, morally, and socially), and this code was endorsed by
most Whites and at least accepted by Blacks, as exemplified by Booker
T. Washington's quote at the outset of this chapter. Hence, exploiting
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African Americans for the benefit of science would not warrant oppro-
brium.

Particularly disturbing, then, was the February 6,1969, meeting that
was called at NCDC, after Peter Buxtun persisted in his criticisms, to
consider whether the study should be continued. By that time, the Civil
Rights movement had made its mark, the last vestiges of de jure
segregation were crumbling, and the times had clearly changed. This
would seem to have been a great opportunity to admit that errors
had been made and to discontinue the project. The committee, all
physicians, consisted of three professors, the state health officer from
Alabama, and a senior officer from the Milbank Memorial Fund. In
addition, several high-ranking PHS officials were in attendance. Only
one committee member, Dr. Gene Stollerman of the University of Ten-
nessee, argued for discontinuation of the study on ethical grounds.
The others all considered that the study represented a great scientific
opportunity and maintained that penicillin treatment might do more
harm than good by triggering adverse reactions (Jones, 1993).

It appeared that the motivating force in the room was what might
be called the "scientific imperative"—the idea that advancing science
was the value that trumped all others and was to be pursued regardless
of other considerations. It is now almost universally acknowledged that
little or nothing of scientific value was generated by the Tuskegee
Syphilis Study.

Scientists are highly motivated to seek self-actualization (perhaps
glory) through their work. To complete a major study that results in
publications is to achieve a certain type of immortality. Thus, the scien-
tific zeal for this study may be understood even as it crossed ethical
boundaries.

The Role of African-Americans in the Study

Perhaps even more perplexing was the collaboration of African Ameri-
can professionals. Robert Moton (the president of Tuskegee Institute),
Dr. Eugene Dibble (the head of John Andrews Hospital), nurse Eunice
Rivers, the members of the Macon County Medical Society, 127 African
American medical students, and others all signed off on the study and
some expended considerable effort to support it. In the case of Eunice
Rivers, it was virtually her entire career.

Moton, Dibble, and others who approved of the study at the beginning
apparently saw it as a way to boost the prestige of Tuskegee Institute
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as a key participant in an important scientific study. They accepted at
face value the importance ascribed to the study by the Public Health
Service. This willingness to defer to the experts probably also explains
the endorsement of the study by the Macon County Medical Society
in 1969. These were, after all, country doctors in the presence of
scientists from the National Communicable Disease Center.

Eunice Rivers, who in her role was the very epitome of caring,
apparently saw this caring as a form of treatment. She understood that
the work she was performing for these very poor men—which included
offering them vitamins, aspirin, and iron, finding food for them in the
hardest times, and helping them in many other ways—was much more
than they would have had if the study had not existed. "These people
were given good attention for their particular time," she said in an
interview after the study had closed. Moreover, it was not likely that a
nurse of Rivers' day would ever have questioned doctor's orders, al-
though she did insist that the PHS physicians treat the men with a
modicum of dignity. She said she told the physicians, "Don't mistreat
my patients. You don't mistreat them, now, 'cause they don't have to
come. And if you mistreat them I will not let them [come] up here to
be mistreated" (Reverby, 1997).

Contemporary Racism in the U.S.

Racism remains a pervasive force in America today (Jones, 1993).
Although interpersonal forms may seem more benign than in the past,
structural, institutionalized racism persists and is still a major determi-
nant of health and health policy. The most deleterious form of racism
is subtle and complex because it results in differences in socioeconomic
status and interacts with culture and a host of political and other factors.
In addition, there are differences in the perception of the existence of
racism according to one's personal experiences: according to an ABC
News poll in October 2001, 22% of Whites see American society as
discriminating against Blacks, while 57% of Blacks view society in that
way (Langer, 2001).

The Tuskegee Syphilis Study is by no means the sole reason African
Americans are suspicious of researchers and the health care system.
The mistrust was prevalent before the study was generally known
and has continued despite the new government regulations and the
President's apology. It stems from abuses that were a part of slavery,
continued through the Jim Crow era, and are seen today in various
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contemporary manifestations of racism (Byrd & Clayton, 2001; Gam-
ble, 1997b).

CONCLUSIONS

The Tuskegee Study of Untreated Syphilis in the Negro Male started
out as an effort to do good, or at least to do good science. It was well
managed: It followed 600 men for 40 years with a loss to follow-up of
only 17%. It was culturally appropriate; certainly any community-based
study would wish for a Nurse Rivers to serve as point person, and
offering funeral expenses as an incentive was on target. It involved
community institutions, churches, businesses, and physicians (Black
and White). And yet it was the most infamous violation of research
ethics in American history.

Despite all of the ethical safeguards put in place since 1972, the
only real safeguard is an educated community that asks questions
about the ethics of interventions and research carried out in the commu-
nity. The extent to which White Americans want to believe that this
study is an aberration is the extent to which they try to absolve them-
selves from their responsibility. The extent to which Black Americans
see this as a conspiracy is the extent to which they seek to absolve
themselves of their responsibility.

Public health in the South began in the 1930s with the provision of
services to poor and Black communities with the goal of protecting the
health and welfare of White Southerners. In the 1960s public health
began to provide services to poor and Black communities in order to
improve the health of those communities. Today, we must find better
ways to provide prevention and public health services within our com-
munities, and community-based research is the means by which those
better ways can be found. However, there must be community participa-
tion in each phase of these research programs—as well as service
programs—to achieve the goals of healthy people in healthy communi-
ties. The manner in which we seek to close the health status gap is
as important as closing the gap itself. Meaningful participation is im-
portant and the reader is referred to the levels of participation described
in chapter 1. To quote Martin Luther King, "If we are to survive today
and realize the dream of our mission and the dream of the world, we
must bridge the gulf and somehow keep the means by which we live
abreast with the ends for which we live" (as cited in Washington, 1986).
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Chapter 4

THE VIEW FROM THE COMMUNITY

Andrea Cruz, Fred Murphy, A/ana Nyarko,
and D. N. Yung Krall

W e
e argued in chapter 1 that researchers should create partner-
ships with communities and be guided by what communities
have to say. Further, researchers must understand that com-

munity perspectives and the language in which those perspectives are
expressed are likely to differ from those of scholars and academics. We
have applied that philosophy to editing this book by soliciting community
contributions, and those contributions are offered in this chapter.

Some references were supplied by the contributors; we have added
some others to indicate support in the scientific literature for some of
the assertions made. What is not referenced may be considered to be
the view of the author.

At least some of what is discussed in one section of the chapter
may be applicable to other sections as well. For instance, the discussion
of community empowerment and community ownership in the section
on the African American community would be equally appropriate in
either of the other sections.

—The Editors

THE HISPANIC COMMUNITY

The most rapidly growing minority in the United States includes Mexi-
cans, Chicanos, Puerto Ricans, Cubans, Dominicans, Colombians, and
Salvadorians, all of whom are labeled Latino or Hispanic. The terms
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include many different cultural values, beliefs, and religious back-
grounds, just as Latin America includes many countries and many
diverse peoples.

There are approximately 32.4 million Hispanics living in the United
States. By the year 2005, Hispanics will be the largest minority popula-
tion in the country. Moreover, between 2000 and 2050, Hispanics
will account for the majority of the nation's population growth (U.S.
Census, 2000).

Differences among Hispanics are influenced by

education
socioeconomic status
immigration status
age
length of time in the United States
degree to which they have adopted Anglo behavior and values
rural versus urban residence
country of origin, or of ancestral origin, including experiences there

Because of these differences, many Latinos (referring to the region
of origin, Latin America, which includes many countries) prefer to be
called Hispanic (referring to the common language, Spanish). Among
the diverse Hispanic population, there exists considerable ethnocen-
trism (Huddy & Virtanen, 1995). Conflicts among the groups are com-
mon, and distinctions may be made on the basis of nationality, class,
or other characteristics. Although Hispanics share strong family values,
class-based differences are apparent. Distinctions are drawn along the
lines of lower, middle, or upper class, as well as along the lines of
blue collar versus professional worker, legal versus undocumented
immigrant, and English speakers versus non-English-speakers. What-
ever one's circumstances are, there is a label and a corresponding
potential for discrimination by those under other circumstances.

Hispanic families are usually very extended (Blank & Torrechila,
1998). Members include in-laws, godparents, and in many cases, long-
time friends and neighbors. During a crisis, a family usually comes
together. It is not unusual to discover that half of the community has
gathered for support. Hispanic families live in clusters, and often in
subclusters, especially among Mexicans. A cluster may consist of peo-
ple who come from the state of Oaxaca, Hidalgo, Guerrero, or Puebla.
Many people from rural areas speak Spanish only as a second lan-
guage and replicate their village as they relocate to the United States.
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Nonverbal communication is commonly practiced by Hispanics
(Rodriguez, 1999). This may cause confusion and even physical pun-
ishment when dealing with non-Hispanics who are not aware of im-
portant nonverbal cues. For instance, Hispanic parents teach their
children to look down as a sign of respect when dealing with adults.
Anglo schoolteachers, however, generally expect eye contact to en-
sure understanding.

Respect and manners are considered the most important part of
family values. Elderly family members receive much respect and pro-
tection (Williams, Tappen, Buscemi, Rivera, & Lezcano, 2001). Family
members care for their elders, including elderly members of the ex-
tended family. It is considered a lack of respect to ignore or avoid
giving support to the family in time of a crisis. Hispanics tend to be
very private. It takes more than a good interpreter to convince them
to share personal information. This may seriously impair communica-
tion with health care professionals.

Health and Health Care in the Hispanic Community

Home remedies are prevalent, and many Hispanics believe strongly
in herbs and other drugs sold in their home countries (Bonkowsky,
Frazer, Buchi, & Byington, 2002; Keegan, 1996). Though antibiotics
are prescription drugs in the U.S., they are easily obtained without a
prescription in Mexico and other Latin American countries. Frequently
Hispanics will bring drugs back from their home country for personal
use or for resale in the States. This represents a law-enforcement
issue, and as a consequence, Hispanics often withhold information
about black-market antibiotic use from their physicians. Moreover, it is
commonly believed that an injection is more effective than an oral drug,
and it is often expected that a physician will supply one (McVea, 1997).
This is less likely if the physician recognizes that the patient is already
taking an oral antibiotic.

Removing blood is very worrisome, particularly to less-educated
Hispanic immigrants from rural villages. Blood is a sacred substance,
the liquid of life. Its removal should not be taken lightly. Rarely will
Hispanics participate in blood drives. Hispanics commonly become
hesitant when lab work is to be done, whether for treatment or research
purposes. They will ask why they must have blood drawn. The response
to this question should be more than the usual "informed consent."
This is true for other more intimate or private forms of examination as
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well. It is often effective to engage in an initial period of friendly, informal
conversation before discussing serious issues such as these; this helps
to avoid appearing unfriendly or discourteous and allows the establish-
ment of trust and support.

Their limited use and understanding of English is frustrating to those
who do not speak this language well. However, typically they do not
react well to criticism. In Hispanic men, frustration often leads to domes-
tic violence (Lown & Vega, 2001). The language barrier prevents them
from becoming confrontational with those outside the community—
those with whom they are experiencing frustration—but they may in-
stead become hostile and violent with a spouse or family member.
Domestic violence is a silent problem in the Hispanic community.
Women are kept in isolation to protect family secrets, while husbands
are on the "front lines." Alcoholism may also play a role and may be
a coping mechanism for stress and frustration (Caetano, Nelson, &
Cunradi, 2001).

Stresses other than the language barrier may include a lack of steady
employment, illegal immigration status, and family separation. Families
are commonly split while spouses or parents come to the U.S. to
work for higher wages than are offered in their home countries. Anglo
communities often do not understand why there are 14-, 15-, or 16-
year-old Hispanic farmworkers in this country without adult supervision.
These teenagers are the main breadwinners for the family left behind.
With little or no education, these youngsters are very attractive to
employers who seek strong, able-bodied labor for vegetable or fruit
harvesting and construction work. The youngsters are warned in ad-
vance about the minimum working age in the U.S., so they lie about
their age to gain employment opportunities.

It is difficult to obtain steady employment for those who lack English
skills and are unskilled. The majority of the Hispanics who work in rural
areas consists of migrant and seasonal farm workers or persons who
have been in the fields soon after their arrival here. Few come on an
employment visa. A lack of proper documentation by the Immigration
and Naturalization Service (INS) hinders the ability of these immigrants
to obtain a steady job or even to move freely about the country. Agricul-
tural work is seasonal and unpredictable. Minimum wages are not
enough to live on while supporting loved ones in the home country.

Hispanics are proud and prefer to work for a living rather than to
seek charity or welfare. Some Anglo communities feel that their jobs
are threatened as companies learn more about the outstanding work
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ethic of Hispanics and hire them because of their hard work and commit-
ment to their job. However, this opens the door to exploitation and
abuse of illegal workers. Undocumented Hispanics will work under any
conditions to make money to support their families back home. Suffer-
ing under impossible work conditions while trying to make ends meet
both here and at home may lead to alcoholism and substance abuse.
Men separated from their wives may engage in sex with other men.
This secret among Hispanic males is unlikely to be revealed to health
professionals or researchers (Wainburg, 1999), and the consequences
may be sexually transmitted diseases as well as alcohol and drug-
related diseases, including HIV infection.

Sex role differentiation in the Hispanic community is not the same
as other cultures. Women tend to be emotionally expressive, but males
do not show their emotions. It is the responsibility of the woman to
serve as child caregiver and homemaker and to deal with most domestic
issues, including health care. With respect to men, machismo has
changed little from its traditional character (de Leon Siantz, 1994).
Hispanic men are free to have extramarital affairs but women are not,
and having multiple partners outside of marriage helps to identify them
as "real men." Open discussion of sex topics is considered taboo,
especially by women, who tend to be sexually conservative.

According to the Centers for Disease Control (CDC) (2000a), more
than 18% of AIDS cases are in Hispanics, and 81% of these are in
men. Among Hispanics with AIDS who were born in Mexico, 44% were
men who have sex with men and 9% were injecting drug users. Among
those born in Puerto Rico, however, 14% were men who have sex
with men and 48% were injecting drug users (CDC, 2000b). It may
thus be seen that HIV prevention efforts must be appropriately tailored
for each Hispanic population.

Counseling services are rarely used among Hispanics because of
the belief that the system is culturally insensitive (Peifer, Hu, & Vega,
2000). Counseling services appear to Hispanics to be organized and
operated to serve middle-class Anglos. Spanish-speaking counselors
or therapists are rare. Rather than seek counseling through the health
care system, Hispanics are more likely to visit Catholic priests, who
are thought to be most appropriate in dealing with issues that are
viewed as the work of the Devil.

In the Hispanic family, elderly members are often the family thera-
pists. They are perceived as wise, and with wisdom comes knowledge,
truth, and respect. Family members and extended family and friends
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also are sources of counseling. Hispanics also rely on folk healers for
many emotional problems, because these healers are perceived as
more effective than mental-health workers. There are a variety of such
healers in the Hispanic community; they include curanderos, who use
prayers and artifacts, yerberos (herbalists), espirituistas (practitioners
of spiritualism), and santeros, or practitioners of Santeria, who heal
through the use of religious artifacts. Relying on these traditional heal-
ers is consistent with the common belief that illness has its roots in
supernatural forces that include God's will, magical powers, evil spirits,
powerful human forces, or emotional upsets. Traditional healers are
often viewed with more confidence than are physicians and may be
used until illness becomes very severe (Padilla, Gomez, Biggerstaff, &
Mehler, 2001). In addition, older family members may offer home reme-
dies (Risser & Mazur, 1995). Diabetes, hypertension, and other serious
health problems may be treated with teas, homemade ointments, mas-
sages, talismans, or other remedies in which the family believes.

Elderly persons play a special part in family life. It is considered a
disgrace to admit one's elderly parents to a nursing home (Williams et
al., 2001). Their role in the family is to help in the rearing of grandchil-
dren. In the Hispanic family, children do not traditionally move away
at the age of 18; rather, they continue to live at home or near their
parents. This is not viewed as dependency, but rather as a support
system. Children are expected to follow in their parents' footsteps, and
many times they do. They are also expected to seek their parent's
advice on important issues.

Hispanics tend to be more concerned about the present than the
past or the future, because so many lead a hand-to-mouth existence.
Work is the first priority and overshadows family needs. If the child
needs immunizations, is sick with a cold, or should be accompanied
to school for a teacher conference, this need is secondary to work. A
day without work is a week without bread. It thus becomes the responsi-
bility of agencies that provide outreach workers to help to ensure that
these needs are met.

Those family providers who are heavily invested in caring for their
loved ones tend to acquire a reputation for being late to scheduled
appointments. This is sometimes known as "Latin time." Some service
organizations that deliver services to Hispanic communities have taken
to telling clients that their appointment is a half hour earlier than actually
scheduled, hoping that it will result in the client's being on time. The
reasons for this chronic tardiness include transportation problems, lan-
guage barriers, and cultural factors.
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Most medical facilities do not provide medical interpreters, and this
is often viewed as an act of discrimination and makes their services
especially unattractive to non-English-speaking Hispanics (Rollins,
2002). Consequently, Hispanics (as well as other minority groups) are
likely to access health care through hospital emergency rooms.

Special Considerations for Community-Based Research
in the Hispanic Community

Community-level work among Hispanics requires that one first become
acquainted with the community. The researcher should make a few
home visits, enjoy the taco she is offered, ignore any housekeeping
imperfections, and let the baby put a cookie on her pants. The point
is to make people feel comfortable before asking them to participate
in a research project.

Survey research requires a good understanding of the educational
level and language capabilities of potential participants. Educational
levels among migrant and seasonal farmworkers are generally below
sixth grade and survey questions should reflect a literacy level that is
consistent with this level of education. Never assume that a participant
can read.

Questions on sensitive topics should be relatively indirect. For in-
stance, instead of asking, "Do you check your breasts?" consider ask-
ing, "Do you know how to do a breast self-exam?" Similarly, instead
of asking "Do you use condoms when you have sex?" ask "Do you
protect yourself from sexually transmitted diseases when you have
relations with someone?" These and other sensitive questions on topics
such as domestic violence and drug abuse will elicit responses if
asked correctly.

It is important to take into account the priorities of participants,
especially those of women. The first priority for a woman is likely to
be preparing dinner for her husband. However, survey questions can
be asked while the woman works, especially if the surveyor volunteers
to care for a child at the same time.

Single males especially are likely to use aliases because of the belief
that all documents are accessible to the INS. Clearly, confidentiality is
especially important for undocumented persons.

THE AFRICAN AMERICAN COMMUNITY

This section will address three sets of issues that affect approaches
to conducting research in African American communities. They include
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emerging African American perspectives on (a) the meaning of health,
(b) community and ways in which researchers can engage it, and (c)
complementary and alternative medicine.

Holistic Health

The holistic (or wholistic) approach to health and health care is of
increasing interest in the African American community. To be "whole"
involves every aspect of life (i.e., body, mind, spirit, and environment)
that affects an individual or a community. It is what causes or deter-
mines good or bad health. Can an individual live a quality life when
any part of the whole is unhealthy?

This question is not a recent one; it emerges from health and temper-
ance reform that has been espoused for decades. As early as the
1800s, educators and scholars were attesting to the relationship be-
tween good health and an overall sense of well-being.

In the African American community, such thinking drives the develop-
ment of concepts such as community ownership, community empow-
erment, community capacity-building, community development, and
community partnerships, among a litany of terms frequently used by
health and academic professionals, funding agencies, and policy mak-
ers. However, the use of these terms by those in academic or official
positions often signifies attention to politically correct wording rather
than a real change in how they view health.

What has clearly not changed is the traditional structure of American
medicine, which, much like an industrial assembly plant is designed
for control and to produce standardized practices and outcomes. Under
this traditional structure, there are health care consumers, a term that
has been created over the past two decades or so. Before then, most
people could not have imagined being consumers or clients because
health was considered a condition, not a commodity.

The traditional approach to health and health care also carries the
assumption that what is important about a person, community, or cul-
ture is the disease, deficiency, injury, or need. The capacities, compe-
tencies, and resources of communities are many times ignored.

For example, a local health agency or institution may determine
that diabetes is a serious problem in a particular low-income African
American community. It decides to develop and implement a health
intervention program to reduce the high prevalence of diabetes in that
community. Focus groups are conducted and community meetings
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arranged at which diabetes and its causes are discussed. This is fol-
lowed in a few weeks by the announcement of a new community-wide
diabetes risk-reduction program. Community residents are encouraged
to participate in the program, in a manner that makes the program
appear community owned. Unfortunately, however, citizen participation
in the new program is low, and the health agency ultimately decides
to terminate what it had considered to be a well-thought out, well-
designed, and well-intended health intervention program.

What went wrong with this intervention? Diabetes may not have
been a priority for this community. Perhaps in the view of the community
the most important issue was a problem with sewage disposal, rodent
control, or substandard housing—all representing health (but not medi-
cal) issues. In this example, the community was deemed by health
professionals to be a group of consumers or clients in need of interven-
tion, rather than citizens and community residents capable of determin-
ing their own priorities and solutions (Murphy, Satterfield, Anderson, &
Lyons, 1993).

A True Community-Ownership Approach

Wallerstein (1992) defines an empowered community as "the associa-
tive, self-generated gathering of common people who have sufficient
resources in their lives to cope with life's demands and not suffer ill
health." In this sense, community-owned health programs focus on the
community and cultural capacity (i.e., mental, physical, spiritual, and
environmental) of local citizens working as partners with health and
academic professions. These programs should be inclusive in nature
and be based on community and cultural assets, which shifts the mind-
set of all involved from one of service-providing to that of capacity-
building (true empowerment). Inherent in this shift is the move away
from professional domination of providing preventive health programs
and care.

There are several implications of this approach for communities as
well as for health professionals:

Agencies and academic institutions must formulate mecha-
nisms for sharing monetary resources with communities through
subcontracts or grants to local organizations. These will be accompa-
nied appropriately by accountability for measurable outcomes to
which communities must adhere in the short and long run.
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Professionals must respect the historical wisdom of communi-
ties concerning their own needs. In most cases, the health profes-
sional or researcher is not a part of the community and therefore
should open the research project or intervention to permit community
residents to have input at each step of the way.

Community residents must respect the knowledge, informa-
tion, and infrastructure accessible to health professionals, and allow
them to serve as technical facilitators for the project or intervention,
as well as fiduciaries between funders and the community.

Though health professionals and academics can provide infor-
mation that can help to mobilize communities, they are not the "unit
of analysis" in research or the primary source of solutions for commu-
nity health problems and should therefore proceed with caution in
their approach.

Community residents, on the other hand, are the unit of analy-
sis and the primary source of solutions. They can and should provide
insight into the resources and ecology of human behavior within
their communities that could not otherwise be discovered by the
outside health professional.

Professionals should use their capabilities, skills, contacts, and
resources to conduct training for local leaders and associations, as
well as to identify and recognize existing community assets that may
be hidden.

The realization that health care, preventive or otherwise, can only
be effective if it incorporates into the process those individuals it is
seeking to keep well is challenging for many reasons. It is most im-
portant that the roles of residents and health professionals be redefined.
Both face years of reconditioning. For example, residents must also
become nontraditional about their way of living and believe in, and
gain insight into, new ways of caring for their health. This will call for
them to display wisdom in how they use the resources of their commu-
nity, and to convince health professionals that they possess the capac-
ity to use and develop the resources.

The consequences of this role awareness will mean that many tradi-
tional beliefs, on both sides, will be challenged. However, health profes-
sionals and community residents working together can drive changes
in the public health mainstream that will improve the quality of life for
community residents.
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Community Health Assets

Churches, Churches are an asset universally found in African Ameri-
can communities. A considerable literature now exists that documents
the experience of partnering with African American churches and
church organizations to conduct community-based research and to
mount community-health-promotion interventions in a variety of areas
ranging from increasing breast cancer screening to improving diet to
controlling hypertension (Demark-Wahnefried et al., 2000; Duan, Fox,
DeRose, & Carson, 2000; Lewis & Green, 2000; Ofili, Igho-Pemu, &
Bransford, 1999; Resnikow et al., 2001; Stockdale, Keeler, Duan, De-
Rose, & Fox, 2000; Wilson, 2000). Church-based settings provide
opportunities to reach individuals at high risk for disease who would
not be reached by traditional means.

Traditional Networks. The network of peers and family members
that traditionally provides intimate and confidential health information
has been found to have the strongest influence on individuals, espe-
cially regarding the safety and good sense of a recommended novel
approach to lifestyle and health (Rogers, 1983). Such traditional net-
works can clearly create barriers to behavior change; however, they
also can be activated to promote the adoption of new and beneficial
health practices and are thus a potentially important resource.

Opinion Leaders. Credible recognized leaders (opinion leaders) may
become effective communicators of health messages to the community
and can also serve as informal health educators within the peer net-
work, especially when acting from a basis of shared attributes such as
having a high risk of a particular disease. For instance, this approach
was shown to be useful in a community intervention trial of an HIV/
AIDS prevention intervention among low-income women in housing
projects in five U.S. cities (Sikkema et al., 2000).

Community Health Workers. Another approach to bridging the gap
between researcher and community is through community health work-
ers (CHWs), also known as lay health workers, community health
advisors, and a variety of other titles. There are many published studies
documenting the experiences and evaluating the outcomes of training
and utilizing community health workers (CDC, 1994a, 1994b), who
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then become community assets in conducting research, mounting pre-
vention programs, and utilizing other community resources. CHWs
have been extensively employed in African American communities.
These trained workers can disseminate health information and foster
behavior change among individuals at high risk. Their broad-based
social support for behavior change can increase the likelihood of adop-
tion and maintenance of the prescribed behaviors (CDC, 1994a,
1994b).

Community Organizations. Community organizations, both formal
and informal, provide the arena for social networks that respond to the
individual as well as collective needs of the people. Health promotion
programs that increase the capacity of existing organizations to deliver
legitimate health information and guidance have a greater reach within
the target community.

Alternative Approaches to Better Health for Communities

Interest in complementary and alternative medicine is growing in the
African American community. Eisenberg et al. (1998) reported that
more than 83 million Americans utilize some form of alternative medi-
cine, from massage to weekly yoga classes, acupuncture, or herbal
supplements. In 1997, Americans made some 629 million visits to
alternative medicine providers, spending more than $17 billion. In this
survey, 33.1% of African Americans were reported to have used some
form of alternative medicine; this was less than other ethnic groups.
Many health practices that are regarded as alternative medicine in the
United States by medical care professions are considered traditional
medicine in other countries. The effective combination of traditional
U.S. medicine and alternative or unconventional medicines has been
recently termed "integrative medicine" (Editorial, 1998) and has as
its goal treating the whole person, rather than focusing on individual
symptoms. Integrative medicine covers a host of therapies and prac-
tices, but all share at their core the philosophy of empowering the
individual to participate fully in their recovery and maintenance of future
health, while emphasizing good nutrition, appropriate exercise, ade-
quate sleep, and stress reduction. Members of the medical community
have recognized the need for a more holistic approach to conventional
medicine for many years. In 1991, the National Institutes of Health
(NIH) established the Office of Alternative Medicine, which serves as
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a clearinghouse for information on alternative therapies and awards
research grants (Harlan, 2001). A number of the nation's medical
schools offer courses in integrative medicine (Brokaw, Tunnicliff,
Raess, & Saxon, 2002). Insurance companies are under increasing
pressure to reassess their coverage of certain therapies (Pelletier &
Astin, 2002). Can integrative medicine be a positive and effective public
health approach to risk reduction for those population groups at highest
risk for disability and disease, such as low-income African Americans?
Can it help to improve the health status and subsequently the overall
quality of life of those individuals and communities without access to
mainstream and high cost medical services?

It is clear that traditional public health and medical care has not
worked for the disenfranchised populations of the United States, as
evidenced by the disparities in risk, morbidity, and mortality particularly
among African Americans as compared to Whites. Health professionals
must become more "nontraditional" in their approach to communities
and cultures where they are viewed as outsiders.

THE SOUTHEAST ASIAN COMMUNITY

The Asian community is a very diverse one; Chinese, Thai, Vietnamese,
Cambodian, Laotian, and people of many other ethnic origins are all
labeled Asian in this country. These are groups whose language, food,
and customs are all quite different. They share many characteristics,
however, and most Southeast Asians have in common the reason they
came to the U.S.: They are refugees from the wars and violence that
have devastated their homelands for the last 60 years and from the
aftermath of those events.

They do not necessarily feel that they are strangers to research,
however. For instance, the antibiotic lincomycin was used freely in
Vietnam, Thailand and other Southeast Asian countries. When the
southeast Asian refugees came to the U.S., their doctors told them
that lincomycin has bad side effects and is not used here. Those who
had taken it felt sad and angry that they had been used as guinea pigs.

Working in Southeast Asian immigrant communities is, in many
ways, like working in other communities. There are informal community
leaders in each ethnic community. They could be public health outreach
workers, members of a church or temple who are bilingual, or other
volunteers in the neighborhoods. Researchers can easily identify them
and work with them.
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Box 1

When I was a community epidemiologist working with Southeast Asian
refugees, my office received a grant to conduct research—a hepatitis B
serosurvey—among the refugee population. My boss asked me to be the
coordinator and frontline person to deal directly with the refugees and the
researchers. I hoped to be able to accept the assignment, but was worried that
the research might benefit the researchers but not the refugees. However, in
my Vietnamese way, I did not ask her directly "Who is going to benefit from
it? And who is paying for it?" I asked: "Will the refugees be vaccinated once
we find out if they are good candidates for the vaccine?" My boss assured
me that was the main reason for testing thousands of refugees. I was happy
then to work on the project.

Southeast Asians are usually willing research participants when they
think that the research will help others. Little more is needed than to
let people know the roots of the research, explained in clear and simple
language (Neufeld, Harrison, Hughes, Spitzer, & Stewart, 2001).

There are boundaries, however. It is not easy to answer strangers'
personal questions. Questions concerning family health history are
especially taboo in the Southeast Asian community. Southeast Asians
are a deeply private people who guard their family's secrets carefully.
Often families will keep a child with mental illness or physical deformity
out of sight (McKelvey et al., 2002). Though these children are well
taken care of, they are not often seen.

Questions that seem acceptable to people of the Western world may
be insulting to Southeast Asians. Researchers would do well to ask
sensitive questions through skilled interpreters, but must be cautious
nonetheless; if questions are asked too sensitively, the responses may
be biased as in the example in the next box.

In any event, interviewers should explain sensitive questions before
asking them. Asking directly may result in incorrect information or
evasions, as in the following question to a married man with STD:

Interviewer: How many sex partners have you had in the last 6 months?
Man: Just my wife.
Interviewer: Then we must test your wife, because you have syphilis.
Man: No, you can't, she and I are separated.

A better approach is to preface the question with a statement such
as, "I am going to ask you some very personal questions regarding



The View from the Community 77

Box 2

When I spent some time in a family planning clinic in the late 80s, I
learned that some of my interpreters took the liberty to skip a few questions
that they deemed too intrusive or believed didn't apply to Asian people. One
of my Vietnamese clients was a pretty young woman in her late 30s, properly
dressed and well-mannered. I asked her many personal and family history
medical questions without problems. I had to pause and explain the next
question, and asked with a sympathetic look on my face, "How many sexual
partners have you had in the last 2 weeks?" The woman looked at me coolly
and answered, "Who counts the waves in the ocean?" She was a prostitute
and had many medical problems.

Another young client said she was not sexually active and still was a
virgin. She was 3 months pregnant. Here I had to be culturally competent
to handle the situation, and culturally sensitive not to smile.

your health and your lifestyle habits. Your answers will help find better
ways to prevent or treat disease." As mentioned previously, Southeast
Asians want to be helpful, generally speaking, and will wish to help
the researcher or health worker once they understand the nature of
the research and the reasons for the questions.

We believe that life is a bittersweet circle and that the good deeds
we do today will reward our children or ourselves in the future or in
our next life. If we commit bad deeds, however, they will lead to our
own or our children's unhappiness. Christians call it "the sin of the
father." Buddhists believe in reincarnation. When someone leads a
bad life, people may look at that person and say his children will pay
for his sin. If a child is born with a congenital defect, neighbors are
likely to say that someone in that family must have done something
bad that the child must suffer.

Southeast Asian people do not like to be labeled as a minority. In
Vietnam, Laos and Cambodia, "minorities" are indigenous tribes who
live in the mountains, have little or no contact with outsiders, and who
were treated badly by the government, or as primitives. In Vietnam,
from time to time, the government would come and give medicine to
their children and rock salt to the adults.

In the United States, the term "minority" thus raises concerns. South-
east Asians are proud of their heritage and want to be in mainstream
society. They would like to be one of the beautiful threads of the
American tapestry and to be known as Vietnamese, Chinese, Laotian,
Cambodian, Montagnard, Korean, or Hmong.
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There are some additional aspects of Southeast Asian culture in
the U.S.:

Americans may frown at a 16-year-old Laotian bride, but in
this culture it is common for young women to marry an older man.
She is healthy and will bear healthy babies, while he is older and
more established and can support his family.

In some Vietnamese families, the husband will answer ques-
tions for the wife, but in another he may say, "Ask my wife" even in
response to questions directed to him.

Home remedies are common. Generations of Chinese living
abroad still use Chinese medicine and home remedies even in their
daily diet. Researchers should acknowledge this fact and ask rele-
vant questions with respect.

CONCLUSION

To be effective, the researcher should learn about the characteristics
of the targeted community, work with a trusted person in that commu-
nity, and above all, let people know the purpose of the research. Rejec-
tions should not be taken personally.
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Chapter 5

STUDY DESIGNS, SURVEYS, AND

DESCRIPTIVE STUDIES

Nabih R. Asal and Laura A. Beebe

GENERAL STUDY DESIGNS

There are two design criteria that serve to delineate three mutually
exclusive types of studies: observational, experimental, and quasi-
experimental. The first criterion is whether the study factor being investi-
gated is artificially manipulated by the investigator or others. If manipu-
lated, the second criterion is whether categories of the study factor are
randomly allocated to all study subjects.

Observational studies are studies involving no artificial manipulation
of the study factor. The population is only "observed" with regard to
the presence or absence of the study factor(s) or outcome(s). There
are two major types of observational studies, descriptive and analytical.
In a descriptive study, the aim is to identify individuals and subgroups
who are at high risk and formulate hypotheses for further study. The
frequency and distribution of a disease or a health-related state is
presented and discussed. In a descriptive study the investigator must
identify the characteristics related to person, place, and time. In doing
so, the study provides answers to three very important questions:
Who is affected by the condition under investigation? Where does a
particular health problem occur? and When did it occur? Descriptive
studies are usually carried out first in the community and oftentimes
provide leads that must be followed up in more refined, controlled
analytical studies. The discipline of epidemiology, in its early stages

83



84 METHODS

of evolution as a science, relied heavily on descriptive studies of existing
mortality and morbidity data sources.

The other major type of observational study is the analytical study
design. It differs from the descriptive study design in that it requires a
comparison group and is a hypothesis-testing method of investigating
an association between a study factor and an outcome. There are
three primary types of analytical studies:

1. Cross-sectional (prevalence) study. The disease or other
health outcome and the exposure are measured at one point in time
or over a short period of time. Major advantages are that the study
is relatively easy to do, does not require a long time to do, and is
usually less expensive than other types of analytical studies. It is
considered a snapshot of a population. It is an appropriate design
to study risk factors for diseases of slow onset but of long duration.
However, this study design is limited in that it is not suitable for rare
diseases and outcomes or diseases and outcomes of short duration.
The sample may not be representative of the population and tempo-
ral relationships are difficult to establish. Cross-sectional studies that
do not include a comparison group or a hypothesis to be tested
are descriptive in nature and do not meet the basic criteria of an
analytical study.

2. Case-control (retrospective) study. The sampling approach
is based on the outcome or disease status. This study design is
also called case-referent, or retrospective study. This study begins
with identification of an outcome or disease of interest. It identifies
subjects with the outcome, called cases; and selects subjects for
comparison, without the outcome, called controls. It looks backward
in time (hence the "retrospective" label) to determine what, if any,
exposures may have led to the outcome. In other words, the case-
control study compares cases with controls with respect to a current
or previous study factor.

Case-control studies usually carry the name of the outcome being
investigated such as "Case-control Study of Renal Cell Carcinoma,
Obesity, and Nutrition" or "Case-control Study of Chronic Renal
Disease and Hydrocarbon Exposure." Because a case-control study
starts by selecting persons who have the condition of interest, it is
useful to study rare diseases. Matching of individual cases and
controls (pair match) or groups of cases and controls (frequency
match) is often used. The measure of risk and association are the
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prevalence rates of exposure among cases and controls and the
odds ratio, which is an estimate of the true relative risk. Major advan-
tages are that it is useful to study rare diseases and diseases with
long latency. The case-control-study approach is limited in that fac-
tors are "observed" after the occurrence of disease and that cases
and controls are selected from two different populations.

3. Cohort (prospective) study. The sampling approach for this
study design is based on exposure status. The incidence of disease
or other health related outcome is then compared in persons exposed
to the study factor and in nonexposed persons. Both groups are
followed over time, that is, prospectively. It is important to note that
individuals selected for the study, be they exposed or unexposed,
must be free of the outcome or disease being investigated when
they are first identified and selected for study. Measures of risk are
incidence (absolute risk) and relative risk. The major advantage of
this study design is that the study factor (exposure) level on each
subject is observed at the onset of the follow-up period, before the
disease or outcome is observed. The cohort study design is limited
in that it is not useful for rare diseases or diseases of long latency
period and it takes a long time to complete. There are two subtypes
of cohort studies, the concurrent and the nonconcurrentiypes. These
basic designs are essentially the same with the exception that the
nonconcurrent type abbreviates the period of follow-up by beginning
the study in the present but tracks the exposure from some point in
the past. This type of nonconcurrent study is also referred to as a
historical prospective study.

A variety of sampling procedures are employed combining elements
from more than one study design; these are known as hybrid study
designs. An example is a nested case-control study, which is a case-
control study nested in a cohort design.

Experimental studies are studies involving manipulation of the study
factor by the investigator and where randomization is used to allocate
subjects to study groups. There are several types of experimental
studies:

1. Clinical trial (randomized controlled trial, or RCT): This calls
for the random assignment of individuals to treatments, preferably
using a double-blind approach. This study design can be divided
into therapeutic, intervention or prevention trials. It is considered to
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be the most scientifically rigorous type of study or the gold standard
for evaluating scientific evidence. Randomization has a number of
advantages. It eliminates selection bias on the part of participants
and investigators; it tends to create groups that are comparable in
all factors that influence prognosis, whether these be known or
unknown; and it gives validity to the statistical treatment of the data.

2. Community intervention trial: This is an experiment in which
the allocation of treatments or preventive interventions is to commu-
nities rather than to individuals. This approach, used frequently in
community-based research, is described in detail in chapter 9.

3. Laboratory experiment This is an experiment of short duration
and is used to estimate acute biological or behavioral responses
that are believed to be risk factors for the disease under study. All
three of these experimental study designs have limitations in that
the study population may differ from the target population, because
the sample was carefully selected to meet the criteria of the experi-
ment. The practicality of implementing the design is the most often
cited limitation; for example, randomization of patients may not be
ethical.

4. Evaluation studies: Epidemiologic methods can be used to
evaluate the effectiveness of (nonresearch) prevention and control
programs. The design is similar to the cohort study, where "exposure"
is defined as exposure to a health program. The use of a comparison
group, or a nonexposed group that does not receive the evaluated
program, allows one to determine what effect the prevention or
control program had on the outcome under study. A variety of meth-
ods can be used to select and identify a comparison group, including
random assignment (experimental), nonrandom assignment (quasi-
experimental), and the use of a historical comparison group.

Quasi-experimental studies are studies in which the study factor has
been artificially manipulated by the investigator but randomization has
not been used.

A detailed discussion of epidemiologic study designs is usually found
in basic textbooks of epidemiology and survey methodology. The flow
chart in Figure 5.1 summarizes information on the grouping of study
designs such as the experimental, observational, descriptive, and ana-
lytical studies that have been discussed (Chekoway, Pearce, & Craw-
ford-Brown, 1989; Gordis, 1996; Kelsey, Petitti, & King, 1998;
Kleinbaum, Kupper, & Morgenstern, 1986; Lilienfeld & Stolley, 1994;



Study Designs, Surveys, Descriptive Studies 87

FIGURE 5.1 Identifying epidemiologic study designs.

Mausner, Kramer, & Bahn, 1985; Timmreck, 1998; Weisberg, Kros-
nick, & Bowen, 1996).

Table 5.1 provides a summary of the advantages and disadvantages
of each of the major study designs that have been described.

DESCRIPTIVE STUDIES

Descriptive studies, also referred to as descriptive epidemiology, are
concerned with the study of the distribution of disease, disability, injury,
and death in population groups. Descriptive epidemiology summarizes
in a systematic fashion the basic data on health and the factors related
to the major causes of disease and death. The objectives of descriptive
epidemiology are: (a) to evaluate trends in health and disease among
populations and population subgroups; (b) to assist in the planning,
provision, and evaluation of health services; (c) to identify problems
to be studied by analytic epidemiologic methods; and (d) to identify
nonrandom variations in the distribution of disease and generate

87
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TABLE 5.1 Summary of Advantages and Disadvantages of
Epidemiologic Study Designs

Type of Study Advantages Disadvantages

Cross-
Sectional
Prevalence

Case-Control
Retrospective

Cohort
Prospective

Experimental
Clinical or
Community
Trials

Evaluation
Studies

Provides a sort of snapshot
of population.

Usually based on general
population (good for gener-
alizability).

Can be done quickly.

Quick and inexpensive in
comparison to other de-
signs.

Appropriate for evaluating dis-
eases with long latent peri-
ods, and for rare
diseases.

Multiple factors can be evalu-
ated for a single disease.

Lack of bias in exposure.
Yields relative risk and inci-

dence rates.
Can study additional disease

associations.

Rigorous methodology.
Assesses efficacy of new

drugs, treatments, or inter-
ventions.

Random assignment mini-
mizes confounding.

Studies effectiveness of pro-
grams or interventions.

Can use randomized or non-
randomized designs.

Cannot determine temporal
sequence of cause and ef-
fect.

People who quickly recover
or die from a disease
have less chance of being
included in the study.

Persons with disease in re-
mission maybe falsely clas-
sified as not having the
disease.

Not appropriate for rare dis-
ease, or those of short du-
ration.

Information on potential risk
factors and confounding
variables may be difficult
to verify.

Difficult to assess whether
disease causes exposure
to agent, or the exposure
causes the disease.

Difficult to identify and assem-
ble case group representa-
tives and identify
appropriate control group.

Very costly.
Large number of subjects.
Long follow-up period.
Not suitable for rare dis-

eases.
Problems of attrition.
Changes over time in criteria

and methods.
May not be feasible, or ethi-

cal, in public health prac-
tice.

Study population may be dif-
ferent from target popula-
tion.

Appropriate comparison
group may not be avail-
able.

Identification and control of
confounding may be diffi-
cult.

Reprinted from Epidemiology—An Introductory Text by J.S. Mausner, S. Kramer, & A. Bahn,
p. 324, Copyright 1985, with permission from Elsevier, Inc.
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hypotheses to be tested. Describing the occurrence of disease in the
community includes an analysis of who is affected, and where and when
the cases or deaths occur. Thus, descriptive epidemiology focuses on
characteristics related to person, place and time.

Person

Among the many characteristics of a person, the most important and
the ones routinely studied in epidemiology are those of age, gender,
race and ethnicity, education, marital status, and occupation. Among
these demographic variables, age is the most important. Mortality and
morbidity rates of almost all conditions show some relationship to age.
Age predicts differences in disease, disability, injury, and death. For
example, the prevalence of arthritis increases with age (Table 5.2).
Age is related not only to the risk of disease, in many cases, but also
to severity. An estimated 8 million persons (3% of the U.S. population)
experience activity limitation due to arthritis, with the highest rates
among those aged 65 years and older (Table 5.2).

Age-specific death rates for all causes of death regardless of gender
and race show a J-shaped pattern (Figure 5.2). These sharp differences
in death rates by age require that we perform a correction "adjustment"

TABLE 5.2 Prevalence of Self-Reported Arthritis and Activity
Limitations Due to Arthritis

Age (years) Males Females Males Females

Note: From Centers tor Disease Control and Prevention, "Prevalence of Arthritis—United
States, 1997," 2001, Morbidity and Mortality Weekly Report, 50(17), pp. 334-336. Adapted
with permission.

Rate of activity limitation
caused bv arthritisPrevalence of arthritis

<24
25-34
35-44
45-54
55-64
65-74
75-84
85

0.8%
5.5%

10.5%
19.4%
29.7%
44.5%
46.4%
42.1%

1.5%
8.6%

15.7%
27.7%
40.9%
52.2%
61.1%
63.3%

0.1%
0.5%
1.3%
2.1%
5.2%
7.1%
8.0%

10.3%

0.2%
1.1%
2.2%
4.9%
9.4%

11.6%
15.1%
20.1%
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FIGURE 5.2 Death rates per 100,000 population by age and
gender.
Note: From National Center for Health Statistics. (2000). Deaths: Final Data for 1998.

for any age differences that exist between two population groups we
are comparing.

Gender is another important characteristic among the person vari-
ables. Overall, death rates are higher for males than for females. In
1998, the age-adjusted death rate for all causes of death combined
was 58% higher for males than for females (Murphy, 2000). Gender
differences in mortality also vary by specific diseases. In 1998, the
greatest gender differential in age-adjusted mortality rates was for
suicide (4.3 male deaths to one female death), followed by homicide
(3.5:1) and accidents (2.4:1). For stroke and hypertension, the ratio of
male to female deaths was 1.1:1, and for Alzheimer's disease the ratio
was 0.9:1. Gender differences in mortality are observed within each
race and ethnicity category, as well (Figure 5.3). Despite the higher
mortality rate among males as compared to females, morbidity rates are
generally higher in females. According to the 1999 National Ambulatory
Medical Care Survey, females made 58.9% of all physician office visits,
and the visit rate was higher for females than for males in the age
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FIGURE 5.3. Age adjusted death rates by race and gender:
United States, 1998.
Note: From National Center for Health Statistics. (2000, July 17). National Ambulatory
Medical Care Survey: 1999 Summary.

groups between 15 and 64 years (Cherry, Burt, & Woodwell, 2001).
The reason women have a higher rate of illness and physician contact
but less mortality may be due to a number of factors, including differ-
ence in risk associated with differences in genetics, hormonal balances,
environment, or lifestyle. In addition, women seek medical care more
freely and perhaps at an earlier stage of disease. Thus, the same
disease will tend to have a less lethal course in women than in men.

The occurrence of death, disease, and other public health problems
is often disproportionately higher in racial and ethnic minority popula-
tions as well. Pace and ethnicity are important, yet controversial, com-
ponents of public health surveillance and vital statistics data collection
systems. Recently, the purpose and process of collecting information
on race and ethnicity have been debated (Krieger et al., 1993; Oppen-
heimer, 2001; Thomas, 2001). Current racial categories may be too
broad to be meaningful and may not allow for multiracial heritage.

Information on race and ethnicity has traditionally been used to
identify differences in health status among population subgroups. Dis-

nder
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parities in mortality and morbidity have been observed. Overall, in 1998
age-adjusted deaths rates for Blacks exceed those of Whites by 53%
(Murphy, 2000). Death rates from stroke are substantially higher among
Blacks as compared to Whites, for all age groups except 85+ (Figure
5.4). Infant mortality rates among Black infants remain nearly twice
that for White infants. Disparities in risk behaviors also exist. Native
Americans use tobacco at substantially higher rates than any other
subgroup. In Oklahoma, over 30% of adults currently smoke cigarettes
(Bolen, Rhodes, Powell-Griner, Bland, & Holtzman, 2000). Among Na-
tive American youth, approximately 50% report current use of cigarettes
and/or smokeless tobacco (Oklahoma State Department of Health,
1999).

Differences in rates of mortality and morbidity by race may reflect
more important determinants of health. Instead, race may be a marker
for other underlying problems of greater relevance to health, including
socioeconomic status, cultural or behavioral characteristics, environ-
ment, lifestyle, and accessibility and quality of medical care. Clearly,
additional research is required to fully understand racial differences in
health status.

Socioeconomic status describes an individual's position in society
and is associated with health-related characteristics, as well as morbid-
ity and mortality. Socioeconomic disparities in health are related to an

FIGURE 5.4. Death rates from stroke by age and race/ethnicity,
United States, 1997.
Note: From Morbidity and Mortality Weekly Report, 49(05), 94-97, 2001, February 11.
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individual's access to social and economic resources. A socioeconomic
gradient exists for most health indicators examined, including health
care access and utilization. Socioeconomic status is widely used in
public health studies to identify groups at higher risk for specific dis-
eases.

Socioeconomic status is often based on various measures, including
level of education, type of occupation, household or family income,
and poverty status, each of which has its own advantages and disad-
vantages. Income is the most common measure of socioeconomic
status. It provides a direct measure of the quality of resources to which
an individual has access, such as food, housing, and health care.
Income, however, is often not reported on an individual basis. Con-
verting family income into a percentage of the federal poverty level
takes family size into account. Education, a frequently used measure
of socioeconomic status, may be more accurately and completely re-
ported. Although occupation reflects both education and income, it may
not be relevant for some subgroups, such as children, retired persons,
and women who are not currently employed.

Socioeconomic differences in risk factors, such as smoking, are
common (Figure 5.5). For both men and women, the highest smoking
prevalence rates are observed among those with less than a high
school education. In 1995, among men, those with the lowest level of
education were nearly three times as likely to smoke as the most edu-
cated.

Marital status has been consistently observed to be associated with
mortality rates in both men and women. Age-adjusted death rates by
marital status show the highest mortality among those never married,
followed by those who are divorced or widowed. Those who were
married at the time of death have the lowest mortality (Murphy, 2000).
The lower mortality rates observed among married individuals may be
due to psychological and physical support of the spouse, as well as
selection factors that also influence marital status. Other family vari-
ables of importance include family size and structure, birth order, mater-
nal age, and parental deprivation. For example, older maternal age
is associated with higher rates of congenital malformations, such as
Down's syndrome.

Place

An examination of the frequency of disease relative to place of occur-
rence is paramount to identifying the source or etiology of disease, as
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FIGURE 5.5. Age-adjusted cigarette smoking rates among adults
25 years of age and older by education and gender: United States,
1995.
Note: From Pamuk, E., Makuc, D., Heck, K., Reuben, C., & Lochner, K. Socioeconomic
status and health chartbook. Health, United States, 1998. Hyatlsville, MD: National Cente
for Health Statistics. 1998.

well as the implementation of effective prevention and control mea-
sures. The outbreak of an infectious disease is identified based on the
geographic location of the source of the disease as well as the reservoir
of the organism. A description of morbidity and mortality in a population
can be related to natural or political boundaries. Natural boundaries
refer to areas set off by natural barriers, such as mountain ranges,
rivers, or deserts. Natural boundaries are likely to be more useful than
political boundaries in understanding the etiology of most diseases
because factors such as climate and altitude, as well as the isolation
of the population group inhabiting the area may provide insight into
the occurrence of disease. However, political subdivisions are the most
practical way of studying disease occurrence by place. Vital statistics
are usually reported by administrative boundaries, such as city, county,
state, country, or census tract. An examination of the frequency of
disease by urban and rural status of the community provide another
dimension to the association of disease with place. Underlying factors
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and exposure may differ significantly in urban versus rural communities.
For example, crowding and pollution in urban areas may be related to
the high occurrence of specific diseases, such as asthma. On the other
hand, pesticides, prolonged exposure to ultraviolet light, and large
mechanized equipment in rural environments are related to other forms
of morbidity and mortality.

Time

The study of disease occurrence by time is a basic aspect of describing
disease trends in communities. Depending on the disease or condition
being described, time may be expressed in hours, weeks, months,
years, or decades. Short-term diseases with short incubation periods,
that is, infectious diseases, may be best related to incidence by day
or week. However, chronic diseases with very long latent periods, such
as most forms of cancer, are best described in terms of years or
decades. The examination of morbidity and mortality data to determine
time trends is best accomplished through graphs, showing the fre-
quency of the disease by time. Three major kinds of changes with
time may be identified. They are secular trends or long-term changes;
cyclical changes or periodic fluctuations on an annual basis; and short-
term fluctuations in disease incidence such as those described in epi-
demics of infectious diseases. Secular trends are long-term trends that
take years or decades and may describe both infectious and chronic
diseases. However, secular trends are most pronounced for chronic
diseases, especially cancer. Figure 5.6 depicts the dramatic decline
in infant mortality over the past 60 years. Such trends over time may
reflect changes in incidence or survival, or may be due to artifacts such
as changes in the system of reporting or diagnosing the disease. Cyclic
trends are short-term recurrent alterations in frequency of disease. The
"cycle" may be monthly, annually, or some other periodicity. Although
cyclic patterns are observed in both infectious and noninfectious condi-
tions, these trends have been most helpful in explaining trends of an
infectious nature (Figure 5.7). Time/place clusteringoi disease arouses
a great deal of study and interest about the possible role of common
exposures or environmental conditions in their etiology.

In summary, descriptive studies provide information on the patterns
of morbidity and mortality in a community according to the characteris-
tics of person, place, and time. Routinely collected data from disease
surveillance systems, vital statistics, hospital discharge records, and
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FIGURE 5.6. Infant, neonatal, and post-neonatal mortality rates,
United States, 1940-1990.
Note: From Murphy, S. L. (2000, July 24). Deaths: Final Data for 1998. National Vital Sta-
tistics Reports, 48(11), 87.

FIGURE 5.7. Reported cases of Lyme disease by month and year,
United States, 1997-1999.
Note: From Morbidity and Mortality Weekly Report, 48(53), 1-104, April 6, 2001; 47(53),
1-93, Dec. 31, 1999; 46(54), 1-87, November 20, 1998.
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health surveys usually provide this information. These studies describe
the distribution of disease by these variables, without regard to causal
or other hypotheses (Last, 1995). Descriptive studies are hypothesis-
generating; they identify health problems in the community to be studied
by analytic methods.

Community health surveys and the process of identifying community
assets and needs utilize the methods of descriptive epidemiology. The
identification of a problem in a community and its description according
to person, place, and time variables allow for a better understanding
of issues related to health. In addition, this process provides valuable
evidence of needs and enhances the ability to prioritize and target
valuable public health and community resources

CROSS-SECTIONAL STUDIES

General Features

Cross-sectional studies are used to provide a snapshot of a population
at a point in time or a period of time. Exposure status and disease
(outcome) status are measured at one point in time or over a short
period of time in study subjects. Figure 5.8 is a sample of a design of a

FIGURE 5.8 Design of a cross-sectional study.
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cross-sectional study. Prevalence rates among those with the exposure
and outcome of interest are determined; also prevalence rates of the
outcome among the exposed and nonexposed are determined and
compared. Because cross-sectional studies measure the extent of ex-
isting disease or exposure they are also called prevalence studies.
They are most often used to learn about risk factors for diseases of
slow onset and long duration for which medical care is often not sought
until the disease has progressed to a relatively advanced stage.

Cross-sectional studies may be limited to assessing only the distribu-
tion of the prevalence of the exposure in the general population or to
provide the measure of the burden of disease or outcome in the popula-
tion. These studies are often based on a sample of the general popula-
tion and must be generalized to the rest of the population.

Let us suppose we are interested in the study of the relationship
between obesity (the exposure) and diabetes mellitus (the outcome)
in a specified community. We then take a random or representative
sample of the population in the community, and for each subject that
is selected we take height and weight measurements to calculate a
body mass index (BMl) (weight in kilograms divided by the square of
height in meters) and use it to classify the subject(s) into weight catego-
ries such as underweight, normal weight, overweight, and obese. We
then determine the presence or absence of diabetes from the subject,
either by taking a history or by taking a sample of blood or urine to
measure the amount of sugar and use the information to classify the
subject(s) into diabetic or nondiabetic. Because we assessed the expo-
sure (obesity) and outcome (diabetes) at the same time for each sub-
ject, we refer to this study as a cross-sectional study. Not everyone in
the sample is likely to meet the criteria of either obesity, diabetes, or
both. In fact, the majority of the subjects will not meet the criteria for
either obesity or diabetes, but a small proportion of subjects will meet
the criteria. However, those meeting the criteria of either obesity or
diabetes will be counted as existing or prevalent cases of obesity and/
or diabetes. Using the illustration provided in Figure 5.8, note that in
a cross-sectional study there are four groups of subjects: group 1
includes those subjects who have the exposure (obese) and the dis-
ease (diabetes); group 2 includes those subjects who have the expo-
sure (obese) but not the disease; group 3 includes those subjects who
have the disease (diabetes) but not the exposure; and group 4 includes
those subjects who have neither the exposure nor the disease.

The first step in the analysis will be to calculate the number of
existing (prevalent) cases with the disease (diabetes) and divide by
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the total number of study subjects in the sample. This will give us
the prevalence rate of diabetes in the sample and therefore in the
community; because the sample was a representative sample, the
information obtained is generalizable. The second step will be to calcu-
late the prevalence rate of obesity in the sample and the community
by identifying the total number of subjects meeting the criteria of obesity
and dividing by the total number in the study sample. It will also be
useful to determine the prevalence of diabetes among the obese and
the non-obese as a first step in determining whether a relationship
exists between obesity and diabetes. This of course will necessitate
that we display the data in what is known as a 2 x 2 table as illustrated
in Table 5.3.

Selection of Study Population. The groups to be compared are
sometimes selected on the basis of a characteristic or variable, particu-
larly if the characteristics can be readily identified. For example, the
exposure of interest might be membership in a certain racial or ethnic
group or living in a defined geographic area. If relatively small numbers
are involved, the entire population can be included. If not, then a sample
can be taken. Exposure and outcome status are not measured until the
sample is taken. In this case, sampling procedures must be employed to
ensure sufficient representation, while maintaining an efficient study
design.

Assessment of Exposure. Techniques to measure exposure status
or the presence of risk factors are similar to those used in other observa-
tional study designs. Generally, questionnaires, medical or physician
records, laboratory tests, physical measurements, and other special

TABLE 5.3 Illustration of Subject Selection in a Cross-Sectional
Study

Exposure Status Yes No TOTAL

Disease Status

Yes
No
TOTAL

A
C

A + C

B
D

B+D

A+B
C + D

N
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procedures can be used. Date of onset and duration of exposure must
also be determined to relate the exposure to the time of onset of
disease. This allows assessment of dose-response relationship, a nec-
essary ingredient for cause-effect determinations.

Measurement of Disease. Disease status is usually determined by
questionnaire, physical exam, or other special procedures. Time of
onset of symptoms should be determined if possible. Diagnostic criteria
should be established in advance. Criteria may be used to divide cases
into definite, probable, and possible disease categories.

Advantages of Cross-sectional Studies. As described in Table 5.1
the major advantage of this study design is that it is often based on a
sample of the general population; thus, its generalizability may be
considered a strength. These studies tend to be carried out over a
relatively short time period, thus reducing costs. They can also be
repeated in the same community.

Limitations of Cross-sectional Studies. The temporal sequence of
cause and effect relationships often cannot be determined in a cross-
sectional study. A series of prevalent cases will have a higher proportion
of cases with disease of long duration than a series of incident cases.
People who either recover or die from a disease quickly have less
chance of being included in the disease group. For some diseases, a
person who is experiencing remission may be misclassified as not
having the disease. Also the question of how to handle treated cases
must be addressed and depends on the purpose of the study. Cross-
sectional studies are not appropriate for studying rare diseases or
diseases with short duration.

Basic steps in the analysis of data from cross-sectional studies
can be shown from the illustration presented in Table 5.3 as follows.
Prevalence of disease in exposed (A/A + B) and nonexposed (C/C +
D) is first determined and then compared. Likewise, the prevalence of
exposure in diseased (A/A + C) and nondiseased (B/B + D) is deter-
mined and compared in the two groups. It should be noted that the
unit of observation and analysis is the individual subject. Two additional
measures can be obtained from the total sample, the prevalence of
the disease in the sample (A + C/N) and the prevalence of exposure
in the sample (A + B/N).
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Table 5.4 amplifies on the information obtained from the sample and
displayed in a 2 x 2 table format. As can be seen cell A contains
individual subjects who have both the exposure (obesity) and outcome
of interest (diabetes) while cell B includes individuals who have only
the exposure of interest (obesity) but not the disease. Cell C includes
individuals with the disease (diabetes) but no exposure and cell D
includes individuals with neither exposure or disease.

Example of a Cross-Sectional Study

A private drinking water and on-site sewage survey was conducted in
1996 in a rural county in Missouri (Missouri Department of Health,
1996). Geographic information software was used to take a random
sample of 64 sites (wells serving individual households). Of the 64
sites, 60 were actually sampled (2 sites were served by a rural water
district and 2 sites refused to participate). Water samples from wells
were tested for coliform bacteria and a questionnaire was administered
to residents of each household to determine gastrointestinal illness
within the preceding 2 weeks. Although 197 people are represented

TABLE 5.4 Illustration of Subject Selection in a Cross-Sectional
Study

Disease Status (Diabetes)

Exposure Status
(Obesity) Yes No TOTAL

Yes

No

TOTAL

Exposure
(Obesity)
Disease
(Diabetes)
++
No exposure
Disease
(Diabetes)
- +
A + C
Disease
(Diabetes)

Exposure
(Obesity)
No disease
+ -

No exposure
No disease

B + D

A + B
Exposure
Obesity

C + D

N
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in this survey, the unit of observation is the well. The data in Table 5.5
represent any gastrointestinal illness (Gl) in the household served by
the well, not the number of people reporting illness. Table 5.6 contains
calculations and interpretations of the risk assessment measures in
this cross-sectional study. Cases identified in a cross-sectional study
are prevalent (existing) cases, rather than incident cases. When ran-
dom sampling methods are used, prevalence rates can be calculated.
Exposure in this example is coliform bacteria in the well water and the
outcome of interest is any gastrointestinal illness among household
members within the previous 2 weeks.

Ecological Studies

In an ecological study, the unit of analysis is some aggregate of individu-
als. An aggregate may be defined based on geographic area or as a
time period. A summary measure of the frequency of exposure and a
summary measure of the frequency of disease are obtained within
each aggregate. For instance, data is obtained on the prevalence of
smoking (per capita) for a given geographic area(s) over time and also
on the age-adjusted death rates from lung cancer for the same area(s)
over time. An attempt is then made to find an association between
cigarette smoking and death from lung cancer by geographic areas or
over a period of time in each of the geographic areas, using the aggre-
gate data on per capita consumption of cigarettes and death rates from
lung cancer. The primary feature of this "incomplete" design is that the
joint distribution of the factor (smoking) and the disease (lung cancer)
within the group is unknown. There are two main types of ecological
studies: The ecological comparison study, which compares the fre-
quency of a factor and disease in different groups. For example, one

TABLE 5.5 Example of a Cross-Sectional Study

ANY Gl ILLNESS IN HOUSEHOLD

COLIFORM BACTERIA
IN WATER

Yes
No
TOTAL

Yes

8
6

14

No

12
34
46

TOTAL

20
40
60
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TABLE 5.6 Description, Calculation, and Interpretation of Measures
and Measures of Association

Measure Description Calculation Interpretation

Proportion

Rate (risk)

Measures of
Association

Attributable
Risk

Proportion ex- 8/14 = 0.571
posed among dis-
eased

Proportion ex-
posed among
nondiseased

12/46 = 0.261

Overall proportion 20/60 = 0.333
exposed in popu-
lation

Prevalence rate
of disease
among exposed
Prevalence rate
of disease
among
nonexposed
Overall preva-
lence rate of
disease in popu-
lation
Relative risk (RR)

Odds ratio (OR)

Attributable risk
(AR)
Percentage
(AR%)

Population attrib-
utable risk (PAR)
Percentage
(PAR%)

8/20 = 0.400

6/40 = 0.150

57.?% of households with
illness had well water con-
taminated with coliform
bacteria.
26,1% of households with-
out illness had well water
contaminated with coliform
bacteria.
33.3% of study house-
holds had well water con-
taminated with coliform
bacteria.
40.0% of households with
contaminated water had
someone with Gl illness.
15.0% of households with-
out contaminated water
had someone with Gl ill-
ness.
23.3% of study house-
holds had someone with
Gl illness.

Can't estimate incidence
rates, so can't estimate
RR in cross-sectional
study.
The odds of Gl illness are
3.78 times greater in
households with water con-
taminated by coliform bac-
teria than in those not
contaminated.
In cross-
sectional studies, gener-
ally not used because inci-
dence rates cannot be
calculated.

8 x 34 - i 7fi12x6- 3- 7 8

95% C.I.,
0.93-15.9

4/60 = 0.233
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could perform ecologic (geographic) correlations of smoking and lung
cancer mortality or per capita dietary fat intake and breast cancer
mortality; and the ecological trend study, which compares changes in
frequency of exposure and disease in populations over time. For exam-
ple, one could examine trends in per capita cigarette consumption
in a geographic area and lung cancer death rates over a period of
time, 1960-2000.

The "ecological fallacy" is an error in inference due to the failure of
the study to differentiate between correlation of a factor and disease
within a population versus within individuals.

Because information on the prevalence of risk factors and diseases
in the population is needed on a continuous basis to examine trends
over time and evaluate the impact of public health policies or interven-
tion programs, a number of national morbidity surveys, using a cross-
sectional study design, have been conducted in the United States
population. The National Health Survey, begun in 1960, continues to
provide information about the prevalence of morbid conditions and risk
factors in the general population of the United States (Jekel, 1984;
National Center for Health Statistics [NCHS], 1963). Several survey
activities are included in the National Health Survey; they include the
National Health Interview Survey (NHIS), the National Health and Nutri-
tion Examination Survey (NHANES), and the National Health Record
Survey (NHRS). Findings from these surveys are published by the
National Center for Health Statistics in color-coded booklets known as
the Rainbow Series (Jekel, 1984).

The National Health Interview Survey is a continuous, nationwide,
in-person survey based on personal interviews of a sample of about
40,000 U.S. households. It has been conducted by the U.S. Census
Bureau for the National Center for Health Statistics since 1957. Each
week, a sample of households is interviewed and the findings are
combined to provide estimates of illness in the U.S. Doctor visits and
hospital stays, acute and chronic conditions, health status indicators,
and limitation of activities are obtained. Additional supplemental sets
of questions are asked from time to time regarding smoking habits,
knowledge and attitude about major public health problems such as
HIV/AIDS, and health promotion practices (Chyba & Washington, 1990;
Jekel, 1984; NCHS, 1998).

The National Health and Nutrition Examination Survey (NHANES),
begun in 1971, is carried out over a period of 5 to 7 years for selected
age groups (NHANES I, 1971-1975, 1-74 years of age; NHANES II,
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1976-1980, 6 months-74 years of age; NHANES III, 1988-1994, 2
months and up with oversampling of Blacks and Mexican Americans).
It is designed to assess the health and nutrition status of adults and
children through interviews and direct physical examination. The exami-
nation components consist of dental and medical examinations, labora-
tory tests, and psychological and physiological measurements for
selected diseases. The data are used to estimate the prevalence of
risk factors, major diseases and nutritional disorders. Beginning in
1999, NHANES has been carried out continuously (NCHS, 1999). In
order to assess the health status of the Hispanic population of the U.S.,
a special Hispanic Health and Nutrition Examination Survey (HHANES)
was conducted from 1982 to 1984 (Kovar, 1989).

The Health Record Survey provides information on samples of insti-
tutions and facilities providing medical care and health services (Jekel,
1984; Kovar, 1989). Since 1965, information about discharge diagno-
ses of a sample of patients admitted to short-stay hospitals is provided
by the National Hospital Discharge Survey. The National Ambulatory
Medical Care Survey, conducted annually from 1974 to 1981 and then
once every 4 years beginning in 1985, provides information on patient
complaints and the diagnoses made by physicians in private offices.

The Behavioral Risk Factor Surveillance System (BRFSS) and the
Youth Risk Behavior Surveillance System (YRBSS) have become very
important sources of prevalent data on a number of lifestyle factors
and screening practices for major diseases among adults and youth
in the United States. The BRFSS is an ongoing system of surveys
conducted by the Centers for Disease Control and Prevention and
state health departments. It is a cross-sectional telephone survey on
noninstitutionalized adults who are 18 years of age and older. The
BRFSS uses a multistage cluster design based on random digit dialing
technique that attempts to identify a random sample from each state's
residents. State data are pooled to provide nationally representative
estimates (Nelson, Holtzman, Waller, Leutzinger, & Condon, 1998;
Waksberg, 1978). Because the methods are consistent from state to
state and year to year, the information is comparable between and
among states and with national data. Data obtained through telephone
interviews is limited to those households with telephones, and therefore
the estimates obtained are generalizable only to those with telephones.
It is estimated that about 5% of U.S. households do not have tele-
phones, but the estimates vary by state and racial or ethnic group.

The YRBSS consists of a representative sample of 9th- through
12th-grade high school students from the 50 states and the District of
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Columbia. It consists of a biennial, nationwide, state, and local school-
based survey using a self-administered questionnaire.Direct compari-
son of data from this survey should be done with caution as a variety
of sampling methods have been used and the quality of the data varies
from state to state (Centers for Disease Control and Prevention [CDC],
1995, 1996, 1998).

In summary, cross-sectional studies are used to assess the preva-
lence of health-related states at one point in time or a period of time
by selecting a sample of the population without regard to either the
outcome or exposure. They can be either descriptive or analytical in
nature depending on the objectives of the study. The major strength
of cross-sectional studies is their generalizability when proper sampling
methods are utilized. They are also cost-effective. The National Health
Surveys conducted by the National Center for Health Statistics and
the Behavioral Risk Factor Surveillance System carried out by the
Centers for Disease Control and Prevention and state departments of
health are examples of well-known cross-sectional studies.

SAMPLING ISSUES IN CROSS-SECTIONAL STUDIES

Use of Sampling to Determine Disease
Prevalence in the Community

As mentioned earlier, cross-sectional studies can be either descrip-
tive—that is, provide quantitative estimates of the magnitude of a health
problem in the population, be it an exposure variable or a disease
outcome—or analytical, that is, used to test a hypothesis on the relation-
ship between a given exposure and the outcome of interest. They can
also be used to obtain information on the knowledge, attitudes, beliefs,
behaviors, and practices of a large or small segment of the population
or community. There are two types of approaches that can be used
to assess the magnitude of the public health problem being investigated
in the population and people's knowledge, attitudes, beliefs, behaviors,
and practices. One is to collect information on every subject in the
population or community, which can be prohibitively expensive, or to
carefully select a sample of the population and then use the information
to draw inference to the rest of the population or community. The size
of the community, available resources, and time usually dictate the
approach taken by the investigator. Given the large size of communities
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being studied, such as counties, states, or nations, and the cost in-
volved in studying these communities, the most common approach
used in cross-sectional studies is selecting a sample of the population.
There are two main categories of sampling, defined according to how
the sample was selected: probability samples and nonprobability sam-
ples. A probability sample has the feature that every element in the
population has a known nonzero chance of being included in the sam-
ple. Nonprobability samples do not have this feature. Nonprobability
or convenient samples, when used, are not representative of the popu-
lation or community being studied (Barnett, 1991; Levy & Lemeshaw,
1991; Weisberg et al., 1996).

Probability samples include random (simple) samples, systematic
samples, stratified samples, cluster samples, and multistage samples.
It is important to use scientifically sound sampling methods when con-
ducting cross-sectional studies. The basic purpose of sampling is to
save money and time. Sampling may result in greater accuracy (Bar-
nett, 1991; Levy & Lemeshow, 1991; Weisberg et al., 1996).

Sampling Methods

Random sample, commonly known as simple random sample, is de-
fined as a sample that is selected in such a way that every possible
element or unit in the population has a fixed and determined probability
or chance of being selected, that is, has an equal and independent
chance of being selected. Random samples require counting of all
potential subjects before sampling begins, an extensive process that
may not always be feasible to implement. This is carried out by as-
signing a number from 1 to N. Numbers are then selected at random
from a table of random numbers until the desired sample size is at-
tained. The two major advantages of random sampling from a popula-
tion are (a) the chances of bias are minimized or eliminated, and (b)
probability statements may be employed in the evaluation of results,
that is, it enables the investigator to determine the reliability of the
results. For a random sample, the only source of sampling error is
random variation resulting from the size of the sample and the heteroge-
neity of the population being studied. If a sample is selected in such
a way that gives each member of the population an equal chance of
being selected, then it is a random sample (Barnett, 1991; Last, 1995;
Levy & Lemeshaw, 1991; Weisberg et al., 1996).

Systematic sample is defined in such a way that the unit sampled
or study subjects are selected according to some simple, systematic
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rule, such as equal interval, choosing every rrth individual from a list
of subjects, selecting all persons whose names begin with specified
alphabetic letters, choosing those born on a certain date, or those
located at specified points on a master list. Sometimes systematic
samples are more representative than simple random samples. How-
ever, the potential for bias is increased when selection is based on
names beginning with a specified alphabetic letters, knowing that some
names for certain ethnic groups are more likely to use certain letters
of the alphabet than others. Because it is possible to perform systematic
sampling at the same time that a sampling frame is being assembled,
systematic sampling is the most widely used sampling approach (Bar-
nett, 1991; Last, 1995; Levy & Lemeshaw, 1991; Weisberg et al., 1996).

Stratified sample, also known as stratified random sample, is defined
as a sample in which the population is divided or partitioned into several
distinct strata or subgroups such as age, gender, race, or socioeco-
nomic status, then a random sample is selected from each of the strata
or subgroups according to the size of the population in each. It is
important that the population be divided into mutually exclusive and
exhaustive strata. For instance if the subgroups are divided equally
into five major age groups and each age group has 20% of the total
population, then the random samples of each of the strata will provide
an equal number of samples representing 20% of the total sample
selected. The more homogeneous the strata are, the more precise the
estimates will be. It is appropriate to refer to it as a stratified random
sample when simple random sampling is used within each stratum
(Barnett, 1991; Last, 1995; Levy & Lemeshaw, 1991; Weisberg et
al., 1996).

Cluster sampling is a sampling method in which the sampling unit
or cluster includes a group of persons rather than an individual. The
cluster may be a city block, a county, a school, or a file drawer. The
listing unit in such clusters may be the household, hospital, classroom,
or individual file folder. Further, the elementary unit in each of the listing
units of the clusters may be a person, patient, students, or account.
(Barnett, 1991; Last, 1995; Levy & Lemeshaw, 1991; Weisberg et al.,
1996). It should be noted that different statistical procedures are re-
quired for different sampling methods.

Nonprobability samples, also known as quota samples, haphazard
samples, volunteer samples, and purposive or judgmental samples,
are frequently used in public opinion surveys or market research. They
are used to get around the expense, feasibility, and time issues associ-
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ated with probability sampling. For instance, in a quota survey the
interviewer is asked to contact and interview five individuals from each
of six racial/gender subgroups. It is left up to the interviewer to decide
how these individuals are selected. It is possible that the interviewer
may decide to select all the racial/gender groups from one geographic
area known for its affluence and also for its convenience, thus meeting
the quota by selecting a sample that is not representative of the racial
group in the whole population. The main advantage of a quota sample
is the willingness of the respondents to participate, while its main
drawback is its sources of bias, such as its tendency to include the
middle class disproportionately. In purposive or judgmental sampling,
individuals are selected because they are considered to be the most
representative of the population as a whole (Bamett, 1991; Levy &
Lemeshaw, 1991; Weisberg et al., 1996). For instance, an opinion
survey is conducted at a grocery store to assess the customers' prefer-
ence for certain food items being introduced. Certain busy days (for
instance, Saturdays) are selected to conduct the survey to avoid un-
usual days when the customer traffic may be slow. This may lead to
more valid and reliable estimates than the approach of using a random
sample of days. Purposive sampling reduces the potential for including
atypical days. The main advantages of a purposive sample are its
low cost and the fact that it uses the best available information. One
disadvantage is the potential for including unknown sources of bias.
The main advantage of a haphazard or convenient sample is the avail-
ability of the sample; the main disadvantage is that there is no neces-
sary relationship to the population being sampled. Likewise, volunteer
samples are used because they ensure the cooperation of the subjects
who are being asked to participate, but the main drawback is that they
are not representative of the population. Table 5.7 summarizes the
advantages and disadvantages of all types of probability and nonproba-
bility samples.

SUMMARY

There are two main types of sampling used, probability and nonproba-
bility sampling. Nonprobability sampling, such as quota samples, hap-
hazard samples, volunteer samples, and purposive or judgmental
samples are used in market research and public opinion surveys. They
are primarily selected because of convenience, low cost, and access!-
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TABLE 5.7 Advantages and Disadvantages of Probability and
Nonprobability Samples

Types of Samples

Sampling Method Advantages Disadvantages

Nonprobability
Purposive sample

Volunteer subjects

Haphazard sample

Quota sample

Probability
Simple random sample

Systematic selection
procedure

Stratified sample

Cluster sample
Multistage area sample

Inexpensive
Uses best available in-

formation

Cooperative respon-
dents

Available sample

Willing respondents

Accuracy can be esti-
mated

Sampling error can be
estimated

Convenience

Guarantees adequate
representation of
groups

Usually decreased
error

Decreased cost
Lower cost than simple

random sample for
large populations

Lower error than
cluster

No estimates of accu-
racy

May miss important ele-
ments

Not representative of
population

No necessary relation
to population

Middle-class and other
biases

Expensive interviews
too dispersed and
full list required

Periodicity in list

Sometimes requires
weighting

Increased error
Higher error than sim-

ple random sample
Higher cost than

cluster

Note: From Weisberg, Krosnick, & Bowen, 1996.

bility, but are limited because of lack of representation, generalizability,
and accuracy. Probability samples such as simple random, systematic,
stratified, cluster, and multistage samples are most commonly used in
cross-sectional surveys to assess health and disease conditions in
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the population. When properly done, they can provide an accurate
assessment of the prevalence of the health-related states and condi-
tions in the population being surveyed. Because they are representative
samples, generalizability is assured.
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Chapter 6

THE BEHAVIORAL RISK FACTOR

SURVEILLANCE SYSTEM

Deborah Holtzman

he U.S. Behavioral Risk Factor Surveillance System (BRFSS),
a state-based system of telephone health surveys, was estab-
lished in 1984 by the Centers for Disease Control and Prevention

(CDC) (Frazier, Franks, & Anderson, 1992; Holtzman, Powell-Griner,
Bolen, & Rhodes, 2000). Information on health risk behaviors, clinical
preventive health practices, and selected health conditions, primarily
related to chronic disease and injury, is obtained from a representative
sample of adults in each state. Data are collected monthly in all 50
states, the District of Columbia, Puerto Rico, and most recently, Guam;
annual point-in-time surveys are conducted in the Virgin Islands. Cur-
rently, close to 200,000 adult interviews are completed each year,
making the BRFSS the largest telephone health survey in the world.

The BRFSS has a relatively long history in behavioral surveillance
(McQueen, 1996). A number of events came together in the United
States that culminated in the development of the system in the early
1980s. One important factor was a greater awareness of the impact
of personal or lifestyle behaviors (e.g., smoking, lack of exercise) on
chronic illness and disease (Anderson et al., 1988). At the time, how-
ever, there was little empirical evidence (at least from the general
population) to support these associations. Some data were available
from periodic surveys at the national level, but these data were not
necessarily relevant for states that needed information on which to
base their individual health-promotion efforts. About the same time,
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the telephone emerged as a reliable and affordable alternative to other
types of data collection methods, notably in-person household surveys
(Groves & Kahn, 1979).

As a result, CDC developed a system that could be administered
at the state level, whereby data could be collected over the telephone
from a sample of adults residing in each state. The basic philosophy
was to collect data on actual behaviors rather than attitudes or knowl-
edge, and to focus on chronic rather than communicable diseases.
Such behavioral data were thought to be especially useful for planning,
implementing, monitoring, and evaluating health promotion and dis-
ease prevention programs to reduce morbidity and mortality.

To determine the feasibility of behavioral surveillance, initial point-
in-time state surveys were conducted in 29 states from 1981 to 1983
(Gentry et al., 1985; Marks et al., 1985). In 1984, the BRFSS was
established by CDC, with 15 states participating in monthly data collec-
tion. A standard core questionnaire was developed by CDC to provide
data that could be compared across states. Except for physical activity,
for which there were no standard questions available, the survey in-
cluded existing questions from national surveys such as the National
Health Interview Survey (NHIS) and National Heart, Lung, and Blood
Institute surveys on hypertension. Data were collected on the six indi-
vidual-level risk factors associated with the leading causes of premature
mortality among adults: cigarette smoking, alcohol use, physical inactiv-
ity, diet, hypertension, and safety belt use. The initial questionnaire
was designed to last no more than 10 minutes so that states could
add questions of their own choosing.

THE FEDERAL-STATE PARTNERSHIP

Although designed as a cooperative federal-state venture, most deci-
sions about the BRFSS during the first several years were made by
staff at CDC. This occurred primarily because of limited state capacity
in the areas of survey methodology, questionnaire development, and
data analysis. Consequently, the questionnaire was designed by CDC
staff with informal input from interested state personnel. For the remain-
der of the 1980s, most modifications to the basic questionnaire were
made by individuals or groups at CDC with interest and expertise in
certain subject areas.

As new states entered the system and participating states became
increasingly involved in survey operations, development of the ques-



Behavioral Risk Factor Surveillance System 117

tionnaire became a more cooperative federal-state activity in 1990. At
the same time, this partnership was formalized with the creation of the
BRFSS Working Group. The group, which is comprised of selected
BRFSS state representatives and CDC staff, meets regularly during
the year. States are now actively involved in all discussions concerning
proposed changes to the questionnaire. Moreover, since 1998, all new
or substantially revised questions must undergo cognitive testing. How-
ever, final decision-making authority for questionnaire content and
wording continues to rest with CDC.

Using computer-assisted telephone interviewing (CATI) techniques,
participating states are responsible for collecting data each month from
a representative sample of adult residents in their states. For data
collection, CDC initially encouraged states to use cluster designs based
on the Waksberg method (Waksberg, 1978); however, even for the
initial 29 point-in-time surveys, there was state variability; nine of these
states used simple random samples. Because data collection was a
state activity, some variability in sampling methodology continued. Over
time, an increasing number of states moved to disproportionate stra-
tified sampling (DSS), which was viewed as more cost-effective.

Because the BRFSS was established as a federal-state partnership,
responsibilities are specified through a cooperative agreement that
details the role of each partner. At the state level, all BRFSS activities
are situated in the state health department. The state program oversees
all aspects of data collection, including hiring appropriate staff, ensuring
that interviews are conducted according to protocol, and training and
evaluating interviewers. Other duties include data editing, forwarding
the data to CDC for processing, and working to achieve CDC quality
assurance goals. States also are involved in analysis and reporting of
the data.

At CDC, responsibility for the BRFSS lies with the Behavioral Surveil-
lance Branch which is located in the Division of Adult and Community
Health in the National Center for Chronic Disease Prevention and
Health Promotion. The Behavioral Surveillance Branch is responsible
for purchasing randomly generated telephone-number samples, pro-
gramming the states' questionnaires for CATI, editing monthly data
files, reformatting data to adhere to a common CDC standard, generat-
ing quality control reports to facilitate monitoring activities, and comput-
ing annual weighting factors. It is also responsible for producing data
sets for analysis; preparing annual tabular summaries of BRFSS data
for each state, including cross-tabulations by demographic variables;
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and preparing annual summary prevalence reports reflecting estimates
across states for selected variables. In addition, the branch collaborates
and provides assistance to states for data collection, analysis, interpre-
tation, and utilization, and coordinates and facilitates the exchange of
technical information among states.

CHANGES IN THE DESIGN OF THE BRFSS
QUESTIONNAIRE

Because of the ability to obtain representative state-level data and
the absence of comparable data collection systems, the BRFSS was
recognized by the late 1980s as a unique mechanism for obtaining
health data. As a result, other programs both at CDC and in state
health departments became interested in using the BRFSS. Gradually,
the size of the questionnaire increased as new subject areas were
added.

Selection of new subject areas for the BRFSS is based on input
from states and CDC about priority topics, as well as additional financial
support, primarily at the federal level. The BRFSS core questionnaire
now contains questions on HIV/AIDS, health care access, cancer
screening and other clinical preventive services, and additional to-
bacco-related questions. This greater interest and support allowed
expansion of the BRFSS to 50 states by 1993 (participation in the
1993 BRFSS included the District of Columbia and all states except
Wyoming), and to gradually increase the overall number of completed
interviews to an average of almost 2,300 per state by 1995.

In addition to changes to the core questionnaire, CDC-supported
modules (one or more questions on a single topic, e.g., smokeless
tobacco, quality of life) were offered to states beginning in 1988. These
modules have almost always been the result of other CDC centers or
divisions within the National Center for Chronic Disease Prevention
and Health Promotion proposing sets of questions on subjects of inter-
est. More recently, other federal programs outside of CDC have submit-
ted proposals to add questions (e.g., Health Services Research
Administration, Administration on Aging, Veterans Administration). This
activity has grown substantially, and in 2000, 19 modules were sup-
ported from which states could select.

Over the years, there was general agreement among states and
CDC that the BRFSS core questionnaire would not exceed 80 questions
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so that states could continue to include their own questions and se-
lected optional modules. By the early 1990s, there was no room for
additional expansion of the BRFSS core. To address this situation, a
long-term plan was proposed by the BRFSS Working Group in 1992
(Table 6.1). Under this plan, a rotating core was established, whereby
questions on certain topics would be asked every other year, for exam-
ple, nutrition and physical activity in even-numbered years; injury
control, alcohol, cholesterol screening, and hypertension in odd-num-
bered years.

A second part of the 1992 BRFSS long term plan was to include up
to five emerging core questions to the questionnaire. This option was
added primarily to test questions in new subject areas; if these ques-
tions were found to be useful, they could eventually be added either
to the core questionnaire or to a CDC-supported module. Emerging

TABLE 6.1. The BRFSS Questionnaire Long-Term Plan, 1993-2000

Fixed Core Rotating Core I
(odd years)

Rotating Core II
(even years)

Topic Number of Topic Number of Topic Number of
questions questions questions

Health
status
Health
insurance
Routine
check-up
Diabetes

Smoking

Pregnancy
Women's
health
HIV/AIDS
Demo-
graphics
Total

Women
Men

4

3

1

1

5

1
10

14
14

53
42

Hyperten-
sion
Injury

Alcohol

Immuniza-
tions
Colorectal
screening
Cholesterol

Total

3

5

5

2

4

3

22

Physical
activity
Fruits &
vegetables
Weight
control

Total

10

6

6

22
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core questions generally stay on the questionnaire for 1 year, although
the questions can be extended for an additional year. Since 2000, the
BRFSS questionnaire has followed the 1993-2000 plan, although a
new plan will likely be developed for the 2005-2015 decade.

A number of criteria were identified in 1995 to guide selection of
items for the BRFSS questionnaire. These include the relationship of
the variable to personal behaviors linked to promoting health, pre-
venting disease, or reducing health risks; suitability of the question for
telephone interviewing; pertinence of the variable to national health
objectives or other priority health issues; the need to measure the
variable over time; the need to have state-specific data; the degree to
which alternative data sources are unsatisfactory; the degree to which
the prevalence of the variable will be adequate for planned analyses;
the relationship of the variable to other questionnaire topics; and the
quality of the measure. Additional criteria include financial and technical
resources available for support of the question and the effect on ques-
tionnaire length, considering both the total number of questions and
the proportion of respondents to be queried.

In addition to administration of the core questionnaire, the BRFSS
state coordinator is responsible for determining which, if any, optional
modules or state-added questions will be included. The coordinator
develops a process for obtaining recommendations from various pro-
grams in the state health department that would benefit from data
derived from these optional components. Although CDC has supported
up to 19 modules annually, it is not feasible for a state to use them
all. States are selective in their choices of modules and state-specific
questions to keep the questionnaire at a reasonable length (though
there is wide variation across states in the total number of questions
for a given year, ranging from a low of about 90 to 150 or more).
Additional funding for particular modules is also a factor in deciding
which modules to include. New questionnaires are implemented in
January and usually remain unchanged throughout the year. However,
the flexibility of state-added questions does permit additions, changes,
and deletions at any time during the year, notably when emerging
issues arise.

BRFSS SAMPLE DESIGN

Population

The target population in the BRFSS is the noninstitutionalized civilian
population aged 18 years or older in each participating state or territory.
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Coverage

Respondents in households are identified through telephone-based
methods. Telephone coverage is known to be at least 95% in the U.S.,
but is lower for some groups, including minorities and those with lower
socioeconomic status (U.S. Bureau of the Census, 1994). No direct
method of compensating for non-telephone coverage is employed by
the BRFSS. Poststratification weights by age/race/sex or age/sex cate-
gories are used in the BRFSS, which may partially correct for any bias
caused by non-telephone coverage.

BRFSS Samples

The BRFSS surveys in each state and territory employ random digit
dialing (ROD) methods of sampling. Specific sampling methods have
varied among states, but as mentioned above all now use DSS. Inter-
views are conducted each month of the year, usually during a 2-week
period, and each state has a target number of interviews. For example,
in 1999, interviews ranged from about 100 to 425 per month, yielding
annual state samples from about 1,200 to 5,100. States that are inter-
ested in making estimates for sub-state areas (domains) may sample
at different rates in particular strata to ensure a minimum sample size
per stratum; these samples are referred to as stratified samples. A
number of states used this type of design from the beginning.

Quality Control

During the early years of the BRFSS operation, CDC had sole responsi-
bility for editing the data. However, now all states edit the data before
they are sent to CDC for processing. The data currently undergo two
additional edit checks at CDC. Furthermore, quality control reports are
generated by CDC as the data are received, and results returned to
the states for any corrective action that may be necessary. At the end
of each year, an annual quality control report is prepared that compares
data across states and provides information on response rates.

DATA DISSEMINATION

The Behavioral Surveillance Branch has a policy to provide timely
access to BRFSS data to any who request the information. Specifically,
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the branch provides BRFSS data that have been edited and are ready
for statistical analysis with weights and uniform variable formats. Priority
is given to participating states for access to their own BRFSS data.

After each state has an opportunity to review their own data, the
BRFSS data for all states are made available to others both within and
outside CDC, a process which now takes about 3 to 4 months after
the end of the data collection year. From the mid to late 1990s, data
were made available on CD-ROM; more recently, they can be easily
downloaded from the BRFSS Web site, which debuted in 1997
(www.cdc.gov/brfss). In addition to the data, the Web site provides
other BRFSS-related information. For example, documentation for the
data are available, as well as basic information about the system,
survey instruments for most years, summary tables of prevalence esti-
mates, trend data, and lists of BRFSS publications. New items continue
to be developed that will be accessible from the Web site, such as an
index of questions and selective training modules.

DATA ANALYSIS AND USE

Data Use at the State Level

An important aspect of the BRFSS is how the data are utilized and
disseminated within states. Major uses are to estimate the prevalence
of important behaviors that contribute to morbidity and mortality, identify
demographic variations in health-related behaviors, target programs
and services, address emergent and critical health issues, guide health
legislation and policy, and measure progress toward state and national
health objectives. During the 1990s, a number of topics on the BRFSS
were linked to specific objectives set forth in the Healthy People 2000
initiative (U.S. Department of Health and Human Services [DHHS],
1991). Current questionnaires are linked to national health objectives
for 2010 (DHHS, 2000). In fact, 7 of the 10 leading health indicators
for 2010 can be measured by the BRFSS. Such use of the BRFSS
provides state policy makers with informed options for public health
decisions. Although use of the BRFSS for decision-making is central
at the state level, it is not the exclusive function. BRFSS data assist
in designing public-health intervention strategies and evaluating their
impact on the state's population.

Disseminating findings is also an important part of the surveillance
system. All BRFSS-participating states prepare reports or fact sheets to

www.cdc.gov/brfss
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educate the public, the health professional community, and legislators
about the current status and trends in lifestyle patterns in their state.
Table 6.2 provides examples of BRFSS data applications at the
state level.

Use of BRFSS data to address specific health issues varies from
state to state. Currently, all states use BRFSS data to establish and
track state health objectives, plan health programs, or implement a
broad array of disease prevention activities. Nearly two thirds of states
use BRFSS data to support health-related legislative efforts.

For example, BRFSS data have been used to support tobacco con-
trol legislation in most states, and particularly in California, where the
data were influential in supporting the passage of Proposition 99 To-
bacco Tax legislation, which generated millions of dollars in state funds
to support health education and chronic disease prevention programs.
With passage of the National Breast and Cervical Cancer Mortality
Prevention Act by Congress in 1990, funds became available to state
health departments to establish breast and cervical cancer control
programs. Surveillance data on use of mammography and Pap tests
from the BRFSS provide critical information to states about baseline

Guide health policies
Determine priorities and plan long-range strategies
Monitor progress toward state or national health objectives
Guide minority health program initiatives
Monitor the effectiveness of prevention program
Propose and support legislation
Assess and document needs
Develop point-in-time studies
Document state-specific prevalence of selected behaviors
Monitor program goals
Guide educational interventions
Develop community surveys
Increase public awareness
Influence physician adherence
Prepare proposals for funding
Guide resource allocation
Serve as models for other surveys

TABLE 6.2. Examples of How BRFSS Data Have Been Used by State
Health Departments
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cancer screening levels and provide a means to monitor breast and
cervical cancer control program impact.

In Illinois, two successful legislative initiatives were supported by
data on the prevalence of smoking and mammography screening: an
act requiring no smoking areas in public buildings and one requiring
the inclusion of mammography screening in all health insurance cover-
age. In Nevada, BRFSS data documenting the state's high rates of
chronic and binge drinking were used to support legislation to place a
per-gallon tax at wholesale level on distilled alcohol. Cardiovascular
disease continues to be the focus of state health promotion and risk
reduction efforts because of its tremendous morbidity and mortality
burden. The BRFSS data provide a continuous way to monitor changes
in cardiovascular-related health behaviors in the population and assess
the effectiveness of risk reduction initiatives in many states. Numerous
additional examples can be found in a CDC publication that summarizes
the results of a survey of state BRFSS programs on how each has
used the data (CDC, 2000a).

Data Use at the Federal Level

The task of analyzing data from the BRFSS and encouraging and
promoting analysis of the data rests primarily with the Behavioral Sur-
veillance Branch at CDC. Staff are responsible for developing research
initiatives, establishing priorities and tracking progress, and consulting
or collaborating with state health departments, other centers and divi-
sions within CDC, and organizations outside CDC (other federal agen-
cies, national and international health agencies, voluntary health
agencies, and universities), who have an interest in analyzing data
from the BRFSS.

Similar to the states, analysis and use of the data at the federal
level includes estimating the prevalence of important behaviors that
contribute to morbidity and mortality, identifying demographic variations
in health-related behaviors, targeting programs and services, ad-
dressing emergent and critical health issues, guiding health legislation
and policy, and measuring progress toward health objectives. However,
because researchers at the federal level have ready access to BRFSS
data from all participating states and because more years of data are
available (states entered the system at different times), these analyses
are often at the regional or national level.

Essentially every topic area covered by the BRFSS has been ana-
lyzed and reported from summary reports of each variable across states
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(Bolen, Rhodes, Powell-Griner, Bland, & Holtzman, 2000; Holtzman et
al., 2000) to reports on a single behavior or practice that contributes
to disease or injury (CDC, 2000b; Ebrahim, Floyd, Merrill, Decoufle, &
Holtzman, 2000; Li, Serdula, Bland, Nelson, & Mokdad, 2000; Nelson,
Grant-Worley, Powell, Mercy, & Holtzman, 1996). To date, there have
been well over 500 BRFSS-related publications, and at least four times
as many presentations of the data.

Because the BRFSS has been in operation for nearly two decades
and many items on the questionnaire have remained unchanged,
trends are easily monitored. Numerous reports have looked at BRFSS
data over time. One recent example was a publication that examined
trends in obesity (Mokdad et al., 1999). In this case, BRFSS data were
used to document the growing epidemic of obesity among U.S. adults
over the past decade. Another advantage in aggregating the data over
place and time (i.e., yielding larger samples) is that select subgroups
of the population can be analyzed. For example, older adults (Janes
el al., 1999; Mack & Bland, 1999; Powell-Griner, Bolen, & Bland, 1999)
or persons of specific race and ethnic groups, such as American Indians
and Alaskan Natives, have been examined in several reports (Denny &
Taylor, 1999).

Furthermore, because use of optional modules varies by stale, scien-
tists can combine states that have used the same modules to obtain
larger samples and conduct more in-depth analyses. There are as well
numerous examples of publications for many of the BRFSS modules
(Holtzman, Bland, Lansky, & Mack, 2001; Saaddine et al., 1999).

International consultation and collaboration is also an activity of the
BRFSS. One collaboration involved a BRFSS-type survey in seven
municipalities in China. Other countries have also undertaken BRFSS-
type surveys, including Russia, Australia, and Canada. Most recently,
Brazil and Argentina have consulted CDC about establishing behavioral
surveillance for chronic disease and injury.

The exlenl to which BRFSS data are utilized for state and federal
agencies for policy and program development is dependent on the
relevance of the data to their needs and the credibility placed in the
data as evidenced by reliability and validity. Several studies have been
carried out that have examined the reliability or validity of measures
on the BRFSS or similar measures from other surveys (Brownson et
al., 1999; Martin, Leff, Calonge, Garrett, & Nelson, 2000; Stein, Courval,
Lederman, & Shea, 1995). These studies were recently summarized
in a paper that covered core BRFSS measures for the years 1993-2000
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(Nelson et al., 2001). For measures on the BRFSS that had been
studied, most were found to be at least moderately reliable and valid,
and several were highly reliable and valid.

LIMITATIONS AND STRENGTHS

Although the BRFSS has experienced marked growth and visibility,
there are some limitations. As with many survey systems and especially
with large-scale surveillance systems such as the BRFSS, it does not
cover any topic in great depth (so as to include as many behaviors
related to chronic disease and injury as possible); consequently, there
are few items, for example, that measure determinants of behavior.
The length of the interview and the increasing competition for space
on the BRFSS also constrain the number of questions that can be
asked on any one topic. Moreover, even though the system is quite
broad, it only covers certain main topics (related primarily to chronic
disease and injury), so other areas that one may be interested in
researching would have to be found in another system. As a telephone
survey, the BRFSS obviously does not include households without
telephones and thus most likely underrepresents the nation's indigent
population. Nor does it include persons who do not reside in house-
holds, such as those who are institutionalized or homeless. Response
rates also vary by demographic characteristics. In addition, persons
with poor health habits may be more likely to refuse to be interviewed.
Further, the data are self-reported and may be subject to under- or
overreporting. Finally, the survey is administered in English or Spanish,
so those who speak languages other than these would not be included.

Despite these limitations, a system such as the BRFSS offers several
advantages. The system is flexible, new questions can be added in a
timely manner, and it is relatively inexpensive to operate. Standardized
procedures facilitate comparability. States can compare themselves to
other states, to a region, or to the nation. Importantly, the system
provides prevalence estimates of behaviors that are useful to help
evaluate programs and guide legislation. States have their own data
on which to base program and policy decisions, yet the data can be
easily combined to produce regional or national estimates (Evaluation
of BRFSS, 1999). Emerging health issues can also be examined in
this system. Once established, the system can be adapted for other
uses, other topics, other populations, and other countries. For example,
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CDC collaborated with the U.S. Air Force to conduct a BRFSS-type
survey of Air Force personnel stationed throughout the world (CDC,
1998).

In addition, because many of the same data are collected continu-
ously with a standard methodology, the BRFSS is ideal for monitoring
trends. This same structure also allows for a very large amount of data,
which enables even small subgroups or low prevalent behaviors within
a population to be analyzed and yield relatively stable estimates. Fur-
thermore, the quality of several measures from the BRFSS has been
found to be relatively good. Finally, although data from the system can
be aggregated to provide national or regional prevalence estimates,
in many cases, the BRFSS is the only source of population-based,
state-level behavioral data for chronic disease in the United States.

INNOVATION AND CHALLENGES FOR THE FUTURE

Innovation in the BRFSS has occurred at both the state and federal
level. In terms of survey administration, most innovation, not surpris-
ingly, occurs at the state level. For example, over time several states
moved from in-house interviewing to subcontracting with private corpo-
rations. Further, as previously mentioned, all states moved gradually
to disproportionate stratified sampling to reduce interviewing costs. In
addition, some states have employed oversampling techniques to ob-
tain sufficient numbers for their minority populations, and concurrently
developed techniques to adjust their statewide BRFSS estimates for
this oversampling. A few states have implemented split-samples to
avoid data gaps created by the rotating core. States also have been
extremely innovative in designing state-added questions for program
and legislative purposes, for example, obtaining information about the
level of support for tobacco excise-tax increases. After the bombing of
the federal building in Oklahoma City in 1995, the state implemented
a special BRFSS-type survey to examine the impact on the emotional
and behavioral health of city residents (Smith, Christiansen, Vincent, &
Hann, 1999).

At the federal level, innovation generally occurs at the broader proce-
dural level. For example, the concepts of rotating core and emerging
questions were developed at the federal level to address the issue of
questionnaire length. Standards for data collection and quality assur-
ance are also developed and modified at the federal level. Efforts to
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enhance the analytic potential and use of the BRFSS data have been
primarily a federal initiative. Innovation in electronic dissemination of
the data and related information has also been a federal priority. Finally,
some innovation has clearly been a joint state-federal venture. One
example is the adaptation of the BRFSS for Colorado's Kaiser-Perma-
nente organization; this 1993 activity spurred a collaborative effort
among federal and state employees to develop modules and emerging
core questions addressing health care access and preventive counsel-
ing (Martin et al., 2000). Most recently, CDC is working with the New
York BRFSS program to determine how the system might be used to
assess the health of adults in New York City in the aftermath of events
surrounding the attack on the World Trade Center.

Through the collection of behavioral data at the state level, the
BRFSS has proven to be a powerful tool for building health promotion
activities. As the system has become more visible and the demand for
data has increased, there has been an even greater request from
programs within and outside of CDC not only to add questions to the
survey, but also to expand data collection beyond the state level.
Although the BRFSS was designed to produce state-level estimates,
growth in the sample size has facilitated production of smaller-area
estimates. To meet the need for prevalence estimates at the local
level, data from the 1997 BRFSS were used to calculate estimates for
selected urban areas (66 total) in the United States with at least 300
respondents. Preliminary results from this effort showed that the preva-
lence of certain behaviors varied across cities, not unlike the differences
found across states. Variation in prevalence was also observed when
cities were compared with their surrounding metropolitan areas and
with the rest of the state. These data should help cities to better plan
and direct their prevention efforts. Because of the success of this effort,
selected city estimates for the years following 1997 have been made
or are being planned.

In addition to expansion within the United States, requests continue
to increase for technical assistance from other countries that are eager
to develop similar surveillance systems. To aid in this effort, the World
Health Organization (WHO), which works in collaboratipn with CDC to
promote behavioral surveillance for noncommunicable diseases, is in
the process of developing a model surveillance system based on the
BRFSS for export to any country.

In the face of changing technology and the greater demand for data
beyond the state level, the challenge for the BRFSS will be how to
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manage effectively this increasingly complex surveillance system,
which serves the needs of numerous programs. One major challenge
for the BRFSS is how to deal with the decline in response rates. Similar
to other telephone surveys, response rates have been declining over
the past decade. Median BRFSS CASRO (Council of American Survey
Research Organizations) response rates (White, 1983) dropped from
70% in 1994 to 49% in 2000. Participation rates (the percentage of
persons reached by telephone who agree to be interviewed) decreased
from 84% in 1991 to 51% in 2000. No doubt this decline can be
attributed, at least in part, to changes in telephone technology, including
telephone answering machines and caller ID. The proliferation of cell
phones also has an impact on reaching and interviewing potential
respondents. Respondents who are reached through their cell phones
may not be in a position (e.g., in the car) to respond to a survey. Other
residents may have only cell phones (rather than land lines) and could
take their phones and numbers with them if they move to another state.
If this situation becomes more common, it will create sampling issues
for the BRFSS, which relies on obtaining a sample of adults who reside
in a particular state. Competition from telemarketers has also likely
impacted the probability of the respondent's answering the phone.

This is just one important issue facing the BRFSS in the new century.
Telephone methods may have to be augmented with other types of
data collection. Other methods may have to be implemented altogether
(e.g., Web-based surveys). This challenge, as well as others that will
likely arise in the future, will have to be addressed. Only by working
closely with our state and federal partners to resolve these issue can
we continue to provide information useful for effective public-health
research and practice.

REFERENCES

Anderson, R., Davies, J. K., Kickbusch, I., McQueen, D. V., & Turner, J. (Eds.).
(1988). Health behavior research and health promotion. Oxford, UK: Oxford
Medical.

Bolen, J., Rhodes, L, Powell-Griner, E., Bland, S., & Holtzman, D. (2000, March
24). State-specific prevalence of selected health behaviors by race and ethnicity,
Behavioral Risk Factor Surveillance System, 1997. CDC Surveillance Summar-
ies, Morbidity and Mortality Weekly Report, 49(SS-2), 1-60.

Brownson, R. C., Eyler, A. A., King, A. C., Shyu, Y. L., Brown, D. R., & Homan,
S. M. (1999). Reliability of information on physical activity and other chronic



130 METHODS

disease risk factors among US women aged 40 years or older. American Journal
of Epidemiology, 149, 379-391.

Centers for Disease Control and Prevention. (1998). Behavioral risk factors among
U.S. Air Force active-duty personnel, 1995. Morbidity and Mortality Weekly
Report, 47(28), 593-596.

Centers for Disease Control and Prevention. (2000, January). BRFSS in action:
Tracking health objectives. National Center for Chronic Disease Prevention
and Health Promotion, Division of Adult and Community Health, Behavioral
Surveillance Branch. Published by (the Behavioral Surveillance Branch at) CDC,
Atlanta, GA.

Centers for Disease Control and Prevention. (2000b). Leisure-time physical activity
among overweight U.S. adults trying to lose weight, 1998. Morbidity and Mortality
Weekly Report, 45(15), 326-330.

Denny, C. H., & Taylor, T. L. (1999). American Indian and Alaska Native health
behavior: Findings from the Behavioral Risk Factor Surveillance System, 1992-
1995. Ethnicity & Disease, 9(3), 403-409.

Ebrahim, S. H., Floyd, R. L., Merritt, R. K., Decoufle, P., & Holtzman, D. (2000).
Trends in pregnancy-related smoking rates in the United States, 1987-1996.
Journal of the American Medical Association, 283, 361-366.

Evaluation of the Behavioral Risk Factor Surveillance System (BRFSS) as a source
for national estimates of selected health risk behaviors: Final report. (1999).
Baltimore: Battelle.

Frazier, E. L., Franks, A. L., & Sanderson, L. M. (1992). Behavioral risk factor
surveillance data. In Using chronic disease data: A handbook for public health
practitioners (pp. 1-17). Atlanta, GA: Centers for Disease Control.

Gentry, E., Kalsbeek, W., Hogelin, G., et al. (1985). The behavioral risk factor
surveys: II. Design, methods, and estimates from combined state data. American
Journal of Preventive Medicine, 1, 9-14.

Groves, R. M., & Kahn, R. L. (1979). Surveys by telephone: A national comparison
with personal interviews. New York: Academic Press.

Holtzman, D., Bland, S. D., Lansky, A., & Mack, K. A. (2001). HIV-related behaviors
and perceptions among adults in 25 states, 1997 Behavioral Risk Factor Surveil-
lance System. American Journal of Public Health, 91, 1882-1888.

Holtzman, D., Powell-Griner, E., Bolen, J., & Rhodes, L. (2000). State- and sex-
specific prevalence of selected characteristics—Behavioral Risk Factor Surveil-
lance System, 1996 and 1997. Morbidity and Mortality Weekly Report, 49(SS-
6), 1-39.

Janes, G. R., et al. (1999, December 17). Surveillance for use of preventive
health-care services by older adults 1995-1997. CDC Surveillance Summaries,
Morbidity and Mortality Weekly Report, 48(SS-8), 51-88.

Li, R., Serdula, M., Bland, S. D., Nelson, D. E., & Mokdad, A. (2000). Trends in
fruit and vegetable consumption among US adults: Behavioral Risk Factor
Surveillance surveys in 16 states from 1990 to 1996. American Journal of Public
Health, 90(5), 777-780.

Mack, K. A., & Bland, S. D. (1999). HIV testing behaviors and attitudes regarding
HIV/AIDS of adults aged 50-64. The Gerontologist, 39(6), 687-694.



Behavioral Risk Factor Surveillance System 131

Marks, J. S., et al. (1985). The behavioral risk factor surveys: I. State-specific
prevalence estimates of behavioral risk factors. American Journal of Preventive
Medicine, 1, 1-8.

Martin, L. M., Leff, M., Calonge, N., Garrett, C., & Nelson, D. E. (2000). Validation
of self-reported chronic disease and health services data in a managed care
population. American Journal of Preventive Medicine, 18, 215-218.

McQueen, D. V. (1996). Surveillance of health behavior. Curr Issues Public Health,
2, 51-55.

Mokdad, A. H., Serdula, M. K., Dietz, W. H., Bowman, B. A., Marks, J. S., &
Koplan, J. P. (1999). The spread of the obesity epidemic in the United States,
1991-1998. Journal of the American Medical Association, 282, 1519-1522.

Nelson, D. E., Grant-Worley, J. A., Powell, K., Mercy, J., & Holtzman, D. (1996).
Population Estimates of Household Firearm Storage Practices and Firearm
Carrying in Oregon. Journal of the American Medical Association, 275, 1744-
1748.

Nelson, D. E., Holtzman, D., Bolen, J., Stanwyck, C., & Mack, K. A. (2001).
Reliability and validity of measures from the Behavioral Risk Factor Surveillance
System (BRFSS). Social and Preventive Medicine (Supplement), Birkhauser
Verlag Press, Basel.

Powell-Griner, E., Bolen, J., & Bland, S. D. (1999). Health insurance coverage
and use of preventive services among the near-elderly in the United States.
American Journal of Public Health, 89, 882-886.

Saaddine, J. B., Narayan, K. M., Engelgau, M. M., Aubert, R. E., Klein, R., &
Beckles, G. L. (1999). Prevalence of self-rated visual impairment among adults
with diabetes. American Journal of Public Health, 89(8), 1200-1205.

Smith, D. W., Christiansen, E. H., Vincent, R., & Hann, N. E. (1999). Population
effects of the bombing of Oklahoma City. Journal of the Oklahoma State Medical
Association, 92, 193-197.

Stein, A. D., Courval, J. M., Lederman, R. I., & Shea, S. (1995). Reproducibility
of responses to telephone interviews: Demographic predictors of discordance
in risk factor status. American Journal of Epidemiology, 141, 1097-1106.

U.S. Bureau of the Census. (1994, July). Phoneless in America. Statistical Brief.
U.S. Department of Health and Human Services. (1991). Healthy people 2000:

National health promotion and disease prevention objectives. Full report, with
commentary. Washington, DC: U.S. Department of Health and Human Services,
Public Health Service. DHHS publication no. (PHS) 91-50212.

U.S. Department of Health and Human Services. (2000, November). Healthy Peo-
ple 2010. 2nd ed. With understanding and improving health and objectives for
improving health. 2 vols. Washington, DC: U.S. Government Printing Office.

Waksburg, J. (1978). Sampling methods for random digit dialing. Journal of the
American Statistical Association, 73, 40-46.

White, A. (1983). Response rate calculation in ROD telephone health surveys:
current practices. In: Proceedings of the American Statistical Association, Sec-
tion on Survey Research Methods, Alexandria, VA, 277-282.



This page intentionally left blank 



Chapter 7

QUALITATIVE METHODS IN

COMMUNITY-BASED RESEARCH

Claire E. Sterk and Kirk W. Elifson

ne of the main challenges social and behavioral investigators
encounter in conducting community-based research is the se-
lection of an appropriate methodological paradigm for their

studies. The two main research paradigms commonly used by social
and behavioral scientists are either quantitative or qualitative or, less
frequently, a combination of the two. Quantitative explorations typically
seek to test a theory, which, in turn, often is translated into hypotheses
centered around variables that can be operationalized and analyzed
using statistical procedures. The quantitative research paradigm can
be labeled as positivistically based. The emphasis is on scientific objec-
tivity and the assumption is made that what is "real" can be discovered.
In order to discover what is real, the investigators have to build on the
knowledge they already have and ask the "right" questions and look
for the appropriate relationships as captured in the hypotheses. In
addition, real facts are most easily identified if the researcher and those
being researched remain distant and if the researcher is in control of
the interaction. Questionnaires are a good example of this. Interviewers
are instructed to follow a rigid script; not to deviate from the instructions
on order, response categories, or skip patterns; and not to explain any
questions to the respondent or elaborate on a topic. The nature of the
interaction is similar to a clinical interrogation, which is assumed to
result in less bias than if the interaction were more equal. In community-
based research, questionnaires may cover topics such as community
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cohesion, community resources, and, for example, perceptions of, and
experiences with, violence and crime. A study participant who has
encountered violence or who is the victim of crime is allowed to report
on this experience only within the constraints of the data collection
instrument. If the study participant is agitated, the interviewer may
propose a break or perhaps even terminate the interview, and may
propose a referral to a social or health service provider upon completion
of the interview. Though the facts are being captured, the reality behind
these facts remains unknown.

Qualitative inquiries, on the other hand, seek to develop a complex
and holistic understanding, often based in the natural setting, from the
perspective of the study participants. Rather than assuming objectivity,
qualitative researchers are more likely to admit that they bring personal
values and scientific interests into the research. They are aware of
their values and acknowledge that the reality is subjective. By collecting
data in the natural setting, for example, a community-based organiza-
tion or the person's home, the distance between the researcher and
the study participant is reduced. That the interviewer asks open-ended
questions is an indication of the role of the study participant as the
expert. The nature of the interaction is collaborative and comparable
to a dialogue. Power and control are shared.

The quantitative and qualitative paradigms vary along a number of
dimensions, as is reflected in the assumptions made in each of the
approaches (Creswell, 1994; Firestone, 1987; Guba & Lincoln, 1988).
A final area in which the differences between the paradigms are clear
is the data analysis. Quantitative studies tend to result in numerical
data and the analysis process focuses on statistical connections. In
qualitative studies the data tend to be textual and these are analyzed
around themes that provide an interpretative understanding. In general,
quantitative methods build on the deductive logic in which hypotheses
are developed a priori and subsequently tested, the research design—
including the sampling frame and data collection—is static, and one
in which reliability and validity are central. Qualitative methodologies
are guided by induction, theory is developed from the data, the study
participants' perspective is central, the research design is dynamic and
emerges as the study evolves, and triangulation using multiple sources
as a form of data verification is important.

The selection of the appropriate paradigm should be guided by the
research questions to be answered and the scope of the study. For
example, the quantitative paradigm is ideal when the researchers have
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a body of knowledge upon which to build; the qualitative paradigm is
better suited for exploratory inquiries that focus on the meaning or
nature of experiences (Stern, 1980). Small-scale studies with a limited
geographical context are more amenable to a qualitative inquiry,
whereas quantitative approaches can be utilized with larger and more
geographically diverse samples. In addition, the selection of the re-
search paradigm is likely to be partially determined by the preference
of investigators as well as their disciplinary background.

In theory, quantitative and qualitative paradigms allow for scientific
inquiry and both are valuable. However, it is not uncommon among
scholars and the public at large to view quantitative studies as more
scientific and to assume that only what can be measured is scientific
(Kaplan, 1964). The qualitative paradigm is viewed as less scientific
because it largely produces text rather than numbers. This underap-
preciation of qualitative research is also reflected in the reference to
qualitative data studies as anecdotally based. Nevertheless, once a
better understanding is gained of the scientific rigor underlying qualita-
tive research and of the insights it provides into people's lives and
experiences or cultural phenomena, appreciation for the qualitative
paradigm increases.

It is also important to acknowledge that there is a wide range of
approaches to doing qualitative research (see, for example, Denzin &
Lincoln, 2000; Morse & Field, 1995). Like quantitative methods and
statistical techniques that have developed over time, qualitative re-
search has evolved as well during several phases.

Based on shifts in, for example, epistemology, style, and ethics,
seven historical moments can be identified (Denzin & Lincoln, 2000).
These include the traditional period (1900-1950) during which qualita-
tive researchers tended to use positivist approaches to produce "objec-
tive" accounts of exotic cultures (Geertz, 1988; Rosaldo, 1989); the
modernist period (1950-1970) during which much emphasis was
placed on formalizing qualitative research as well as its use in gaining
an understanding of social processes (Glaser & Strauss, 1967; Lof-
land & Lofland, 1995; Taylor & Bogdan, 1998); the blurred genres
period (1970-1986) focuses on representation and the search among
qualitative researchers to locate themselves and their subjects in reflex-
ive text (Geertz, 1973, 1983). The distinction between the social sci-
ences and humanities became blurred during this later period. The
crisis of representation period (1986-1990) was characterized by the
search for new models of truth, method, and representation and the
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writing become increasingly reflective (Clough, 1992; Rosaldo, 1989).
This extended into the postmodern period (1990-1995) of experimental
ethnographic writing (Fine et al., 2000) and the postexperimental inquiry
(1995-present).

Although the emphasis of qualitative research depended on the
historical context in which it was conducted, the following generic defini-
tion developed by Denzin and Lincoln (2000, p. 3) captures its essence:

[qualitative research is a situated activity that locates the observer in the
world. It consists of a set of interpretive, material practices that make the world
visible. These practices . .. turn the world into a series of representations,
including field notes, interviews, conversations, photographs, recordings, and
memos to the self. At this level, qualitative research involves an interpretive,
naturalistic approach to the world.

Qualitative researchers have been compared with bricoleurs, quilt
makers or persons who assemble images into montages that ultimately
result in a film (Becker, 1998; Levi-Strauss, 1966; Nelson, Trencher, &
Grosser, 1992; Weinstein & Weinstein, 1991). A recent example of a
"montage" of qualitative research is the collection of essays dealing
with women who are HIV positive or who have AIDS (Lather & Smithies,
1997). As the authors indicate, "This book is laid out so that, rather
than only giving voice to the stories of others, this is also a book
about researchers both getting out of the way and getting in the way"
(pp. xiii-xiv).

A sound qualitative research design assumes an approach that is
simultaneously rigorous and flexible in order to capture the nuances and
complexities of the social situation under study (Flick, 1998). Among the
major challenges confronted by qualitative researchers is the selection
of a strategy of inquiry. The strategies of inquiry are connected to
specific methods for data collection. In this chapter we will discuss the
following data collection methods: interviewing, focus groups, observa-
tion, case studies, and the review of documents. The final section of
this chapter will address the analysis of qualitative data.

INTERVIEWING

Interviewing is one of the most widely used forms of data collection
and it can include face-to-face individual, dyadic or group interviewing,
and telephone surveys. More recently, virtual interviewing has become
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an option. Interviews can be informal and unstructured or more formal
and semistructured or structured. Finally, interviews can involve a one-
time event or a series of data collection moments (see, for example,
Lincoln & Guba, 1985; Spradley, 1979). The main goal of conducting
an interview is for the interviewer to gain knowledge and insight from
the respondent. Independent of the use of a quantitative or qualitative
inquiry strategy, the interviewer has to be an "interested listener" who
does not bias or judge the interviewees' responses (Converse & Schu-
man, 1974).

The most common form of interviewing varies by research paradigm.
In quantitative research, structured interviews are most common.
These are interviews based on a questionnaire, consisting of questions
presented in a specific order and with predetermined response catego-
ries from which the interviewee selects one or more choices. The
researchers determine in advance which questions will be posed and
which response categories are provided. The inclusion of other as a
response choice acknowledges that the study participant may wish to
provide an answer other than the options provided by the researchers.
Sometimes, the questionnaire allows room for recording the actual
content of the other response. This structured approach to data collec-
tion is consistent with the positivistic perspective and creates the im-
pression of the interviewer as distant, neutral, and objective.

The most common forms of interviewing in qualitative research are
the semistructured and unstructured interviews. The assumption under
lying semistructured and unstructured interviewing is that the study
participants are knowledgeable, have a meaningful perspective to offer,
and are able to make this explicit in their own words. Consequently,
the nature of the interaction between the interviewer and study partici-
pant takes on a different meaning than in structured interviews. The
interviewer is an active participant and it is essential that rapport be
established with the interviewee.

The semistructured interview follows a series of open-ended ques-
tions that often are asked in a particular order. Unstructured interviews
are centered around a series of open-ended questions or a list of topics
to be discussed. The order in which topics are addressed is irrelevant
and not all topics may be raised with each respondent. Unstructured
interviewing requires the interviewer to have a plan about the general
topics to be discussed, but the conversation—the data-gathering pro-
cess—determines how and when in the dialogue the information is
obtained. The results of unstructured and semistructured interviews
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provide information on the topics and themes that are salient to the
study participant, the appropriate language to be used and the meaning
of this language, and the various subgroups within the study population,
which in turn assists in determining the sampling frame and recruitment
strategies. In addition, this type of interviewing allows the interviewer
to generate theory because it allows for description and discovery.

A unique form of qualitative interviews is the life history, a clear
definition of which seems to be lacking (Schwandt, 1997). Denzin
(1989, p. 48) defines a life history as an "account of a life based on
interviews and observations." Life histories can include oral histories,
autobiography, or life stories (Tierney, 2000, p. 53). Life histories refer
to history as well as memory. They can serve as an entryway "through
which the author and the reader might understand a culture different
from their own" or life histories "may represent a process whereby the
researcher and reader come to understand the semiotic means by
which someone else makes sense of the world" (Tierney, 1998). Life
histories in community-based studies have the potential to provide a
longitudinal perspective.

Qualitative interviews are more difficult to conduct than structured
interviews because the interviewer must constantly consider the partici-
pant's response. The interviewer must probe to stimulate the study
participant to provide detailed information. One form of probing involves
asking directive questions about a specific topic or comment and asking
more elaborate, open-ended questions to guide the dialogue. Other
forms of probing include repeating the last sentence of the study partici-
pant's answer or summarizing the answer as a means of indicating
that the interviewer is listening—the echo probe. Finally, probing can
include showing an encouraging nonverbal expression, such as when
the interviewer nods his or her head; verbally through affirmative noises
such as "uh-huh," "yeah," or "right"; or being silent. A few moments of
silence frequently allow the study participant time for reflection, espe-
cially when contemplating complex questions.

It is through probing that the power differential between the inter-
viewer and the study participant is symbolized, even though the conver-
sation may appear to be one between equals. The emphasis on power
differences has been stressed by those concerned with the sex and
race or ethnicity of the interviewer (Collins, 1990; Herz, 1997; Oakley,
1981; Reinharz, 1992; Warren, 1988).

In many ways, the various types of interviewing and the appreciation
for each reflect the ongoing tension between those preferring the quan-
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titative versus the qualitative paradigm. However, increasingly investi-
gators are ignoring this apparently unresolvable debate and have
begun using multimethod approaches of interviewing. This approach
enhances the ability to capture the complexities of human beings and
their lives.

FOCUS GROUPS

The most common form of a group interview is the focus group, an
interview with a small group of people to discuss specific topics during
a 1- to 2-hour session. This type of qualitative data gathering involves
the simultaneous interviewing of individuals, whereby the emphasis is
not on the individual responses but on the interaction between the
participants. The ideal size of a focus group ranges between 6 and
12 individuals and the interviewer is referred to as the moderator.
Commonly, the participants are a homogeneous group of individuals
who do not know each other (Krueger, 1974). All members are experts
because they belong to the group under study.

Focus groups as an inquiry strategy emphasize the interaction be-
tween the group members rather than the individual perspective (Mer-
ton, Riske, & Kendall, 1956) and the goal of focus groups is not to
reach a consensus. Instead, the aim is for the participants to reflect
on the discussion topics, to present their opinions, and to respond to
the comments of other group members. In other words, the focus is
on the synergistic group effect (Stewart & Shamdasani, 1990). Upon
considering the example of teen pregnancy, some adolescents may
emphasize one explanation for having become pregnant—for example,
to have a human being to love, while others may stress a different
reason such as seeking to maintain a relationship. A discussion about
these explanations is likely to provide insight into the salience of the
various reasons, their meanings, as well as the tension between various
subgroups of teens, for example, those whose partner is involved
versus those whose partner is not. This example also touches on the
issue of the homogeneity of focus group participants. When conducting
focus groups on teen pregnancy, it may be important to have separate
groups for male and female adolescents. Too much heterogeneity
among focus group participants may stand in the way of data collection.

The collective brainstorming process among focus group participants
is disrupted if one or more of the group members dominates the discus-
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sion, and a major challenge to the moderator is to ensure that all
voices are heard and to prevent distortion of individual opinions due
to perceived group pressures. Another challenge encountered by re-
searchers who use focus groups is confidentiality. Though the modera-
tor can ensure confidentiality between him or herself and the
participants, confidentiality among the participants is more difficult to
guarantee. Increasingly, the latter is being emphasized in consent
forms and a presentation of pre-focus-group guidelines.

Focus groups are not new to the social sciences. During the 1920s,
focus groups were used to develop questionnaires. Later in the twenti-
eth century, after World War II, focus groups became a popular data-
collection tool among marketing researchers; and during the last sev-
eral decades of the century to the present, focus groups also have been
used to design and evaluate prevention and intervention programs
(Morgan, 1988, 1998). Focus groups as an inquiry strategy challenge
the dominance of individualistic data-collection methods among quanti-
tative as well as many qualitative researchers. Collective testimonies
are only gradually becoming recognized as an important contribution,
even among qualitative researchers.

At times, the assumption is made that focus groups are very cost-
effective and require less time than individual qualitative interviews.
However, one should keep in mind that these data-collection strategies
serve a unique purpose and provide different data. For example, focus
group data reveal group dynamics and collective thinking, whereas
individual interviews provide in-depth information from a single per-
spective. In a controlled experiment, Fern (1982) found that focus
groups did not produce significantly more information that in-depth
interviews. However, some research has shown that the participation
in a group might be perceived as more satisfying and stimulating and
less threatening than individual face-to-face interviews by the partici-
pants (Morgan, 1998; Wilkinson, 1998).

OBSERVING

Although much of the emphasis in interviewing is on what people
say, observations focus on what people do. Observational techniques
largely are part of the qualitative paradigm, but even quantitative investi-
gators may rely to a limited extent on observations. For example,
during a street interview, nonverbal responses and comments on the
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interviewee's actions and gestures may be recorded. In order to ob-
serve, the researcher has to be part of the setting and much of the
ongoing debate has focused on the question to what extent this pres-
ence may change the situation under study (see, for example, Adler &
Adler, 1987; Pelto & Pelto, 1978; Wolcott, 1995). The least involved
method of observations are "windshield observations" in which the
researcher is only marginally involved. The following chapter on a case
study using qualitative methods gives a good example of the value of
such observations in community studies.

When conducting observations, researchers have to pay attention
to their role and the extent to which they will immerse themselves in
the group under study. The level of involvement can range from being a
distant observer to being a complete participant (Gold, 1997; Werner &
Schoepfle, 1987). Others have referred to this as a spectrum of mem-
bership roles, including "peripheral" or "active" and "complete" mem-
bers (Adler & Adler, 1987). Clearly this debate is related to discussions
about the reliability and validity of observation data.

Others are less concerned with the observer's role and more with
developing a typology of systematic observations, consisting of descrip-
tive, focused, and selective observations (Werner & Schoepfle, 1987).
Observation as an inquiry strategy also has been referred to as ethnog-
raphy or fieldwork (see, for example, Agar, 1986; Lofland & Lofland,
1995; Lofland, 1996; Spradley, 1980; Van Maanen, 1988). The process
of conducting observations has been labeled as "subjective soaking"
(Ellen, 1984) and the written analysis has been referred to as "thick
description" (Geertz, 1973).

In order to be able to observe, the researcher has to identify appro-
priate settings as well as strategies to gain entrance to these settings
(Johnson, 1975; Lincoln & Guba, 1985). While reviewing the literature
and exploring settings, the ethnographic fieldwork has started. Ethno-
graphic mapping is ideally suited to make initial decisions about poten-
tial study settings, especially since such mapping involves the recording
of the physical as well as the social infrastructure of these settings
(Sterk, 1999).

Public settings are clearly less difficult to enter than private settings.
In addition, researchers can more easily conduct observations in public
than in private settings. As a result, much of the debate on observation
research in public settings and among vulnerable populations has cen-
tered around the ethics surrounding "covert" observations (Berg, 1998).
Covert observations may be those in which the observer feigns being
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a legitimate participant to all or some of those under study or in which the
observer deceives those being observed about the nature or purpose of
the observations.

Once settings have been identified and access has been mediated,
the researcher will have developed some contacts with the gatekeep-
ers. In public settings these are more difficult to identify than in private
settings. Gatekeepers may assist the researcher in gaining entry, may
prevent entry, or may bias the process to guide the researcher only
to certain segments of the setting or population under study. Situations
with multiple gatekeepers may require diplomacy to avoid aligning
too closely with certain persons or segments (Sterk-Elifson, 1995).
Gatekeepers may be formally or self-appointed and may have the
interest of the group they represent or their own interest at heart.
Ideally, the observer should connect with gatekeepers who are guides
as well as informants (Berg, 1998; Sterk, 2000). The mapping and
negotiations with gatekeepers allow for the development of the observ-
er's network and as the network expands the researcher is likely to
become less dependent on her or his initial contacts. The emphasis
shifts to building relationships and rapport, while observing and lis-
tening, becoming more focused, and writing extensive observation
notes. Clearly, an effective observer is not a silent partner, but rather
engages in many informal conversations with members of the group
under study. Records of these conversations also become part of the
records, often referred to as field notes. The writing of such notes
requires specific skills and timing (for more information see Bernard,
1994; Sanjek, 1990).

Overall, observation allows the researcher to collect data that are
less based on reactivity than, for example, interview data; it assists in
identifying salient research questions, and helps provide insight into
the social context in which people operate.

CASE STUDIES

Case studies are another form of inquiry and these involve the system-
atic gathering of in-depth information about a particular place, person,
or event. Case studies are not a data-gathering technique, but rather
a methodological approach incorporating multiple methods, including
interviewing, observations, and document review (Yin, 1989). Case
studies can focus on a single person, even an event in an individual's



Qualitative Methods 143

life, a group or organization, or even a community. The core of case
studies is to identify the common as well as unique aspects of the case
under study and typically such studies are centered around a limited
number of specific research questions. A definition commonly used for
case studies is "those in which the researcher explores a single entity
or phenomenon (the case) bounded by time and activity (a program,
event process, institution or social group) and collects detailed informa-
tion by using a variety of data collection procedures" (Creswell, 1994,
p. 12). The findings of a case study are reported in a case report in
which the researcher moves from assembling the raw data to organizing
and classifying the data to writing the analytic descriptive narrative,
which can be organized around time or themes (Patton, 1990).

Case studies can be intrinsic, instrumental, or collective (Stake,
2000). An intrinsic case study aims to provide a more in-depth under-
standing—a "thick description" (Geertz, 1973) of a particular case that
is of interest to the investigator. Intrinsic case studies are not conducted
to develop new theoretical explanations. Examples of such case studies
may focus on a specific community program or a community-focused
public-health campaign including, for instance, messages on local radio
stations and billboards. Intrinsic case studies are limited to one specific
case—as opposed to a general phenomenon represented by that
case—and such studies do not yield findings that can be generalized.

Instrumental case studies, on the other hand, tend to serve a more
supportive role in terms of providing insight into a more generic phe-
nomenon, for example, case studies of a particular community-based
organization in order to review similar organizations in general. In
such case studies, the actual case primarily serves a supportive role
(Berg, 1998).

The third type of case study, collective case studies, include a num-
ber of cases believed to provide a better understanding of larger number
of cases. An example of such case studies are multisite program evalu-
ations (Herriott & Firestone, 1983). One also can refer to these case
studies as having different purposes: identity, explanation, and control
(White, 1992). They provide an opportunity for a comparative analysis
that is not available when limiting one's attention to a single case.

DOCUMENT REVIEW

The review of existing documents frequently is referred to as an unob-
trusive measure of textual data. Compared to the data-collection strate-
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gies discussed so far it requires the least, if any, involvement of active
study participants. Existing records are an unobtrusive indicator of
numerous aspects of social life. For example, patients' charts derived
from clinical settings may be used to learn about treatment plans and
how these change over time; in community studies local media such
as newsletters, flyers, and records, including minutes and handbooks
from local schools, libraries, religious places, and community-based
organizations, provide insight into the local current issues. Documents
are an important part of the material culture (Hodder, 1982) and allow
for the study of cultural processes.

Documents may include official documentary and actuarial records
(Berg, 1998). Documents can be public or private, formal or informal
(Lincoln & Guba, 1985). Public archives tend to be designed for investi-
gations by others and often the records are in a standardized form and
are systematically arranged. Private records are normally not intended
to be viewed by others and may be more candid and less well organized.
Sometimes private records become public, even if the original intention
was not to share the documents with others. An example of informal
private records becoming public are personal memories, and an exam-
ple of formal records produced for a limited audience becoming public
are the recently released tobacco industry documents. The latter in-
cludes a wide range of records, including newsletters, minutes of meet-
ings, memos, reports on research findings, audio recordings, photos,
videotapes, transcripts of speeches, electronic messages, and other
forms of communication.

Actuarial records tend to be available in the public domain under
certain conditions. Examples are birth records, marriage certificates,
divorce and death records, and credit reports. These records may not
be complete, resulting in inaccurate or missing data. For example, a
researcher interested in reviewing death certificates to gain insight into
the early years of the AIDS epidemic may find that few list AIDS as
the cause of death. This may be because AIDS as a syndrome may
result in listing a specific disease and not as the cause of death or it
may reflect a strategy to avoid disclosing the actual cause of death.
This example also shows that while document reviewing is an unobtru-
sive and nonreactive method of inquiry, the records themselves were
reactive, in this case to the emerging threat of a new infectious disease
associated with stigma due to its route of transmission. Documents
not only provide valuable data, but the investigation of documents also
is likely to generate new areas of inquiry that may not have emerged
if data collection had been limited to interviews and observations.
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DATA ANALYSIS

Until this point, the ideology underlying the quantitative and qualitative
paradigms has been addressed as have various qualitative data-collec-
tion strategies. With the exception of pictures or films, qualitative data
tend to be textual in format. An exciting challenge is to organize these
data in a systematic way as a first step in the data analysis process.
Due to the flexible nature of the data collection, the analysis process
may be approached in one of several ways and typically begins almost
simultaneously with the data collection. A strategy commonly used is
content analysis, the process through which researchers systematically
organize and interpret the text (Berg, 1998). In starting the analysis,
one can view the textual data as an object of analysis, the linguistic
tradition, or one can view the textual data as a window into human
experiences, the sociological tradition (Ryan & Bernard, 2000; Tesch,
1990). It is the latter that will be the focus in this section.

A place to start the qualitative data analysis process is by looking
at words. The most simple way to do so is by counting how frequently
a word occurs (Weber, 1984). A related method is that of semantic
network analysis (Danowski, 1993; Schnegg & Bernard, 1996). Typi-
cally, it involves the development of matrices of the use of certain
words by each respondent. This method too is based on quantifying
the textual data. Taking this process a step further are those who
develop cognitive maps or meaning networks of concepts as repre-
sented in the data (Carley & Palmquist, 1992; D'Andrade, 1991).

More may be gained by placing the words in context. The key-words-
in-context (KWIC) technique allows for concordance and typically the
investigator will include 30 words prior to and 30 words following the
key word (McKinnon, 1993). This type of key word analysis provides
initial insights into potentially central themes in the textual database.
In addition to the frequency of a word or the context in which a word
is used, researchers may develop interpretations from the data. Imag-
ine, for example, reviewing the transcripts about interviews in which
respondents were asked to: "Describe your community." In those tran-
scripts, the researchers can look for the use of specific words by the
respondents. Let us assume that they are interested in differences
between long-term residents and newcomers and that the former were
more likely to use words like "used to be," "change," and "deterioration
of sense of community," while newcomers mentioned "progress," "ad-
vancement" and "building community." The responses indicate the dif-
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ferent perspectives between the two groups and hint at the fact that
the longtime residents reflect on the past, while the newcomers look
forward.

Techniques such as word counting, semantic network analysis, and
KWIC are designed to quantify and often serve as a first step in the
coding process. At the heart of the coding process is the identification
of themes. Themes can be identified using schema analysis, in which
the researchers look for shifts in content (Agar & Hobbs, 1985); or
grounded theory, involving a line-by-line coding process (Becker, 1998;
Charmaz, 1990; Glaser & Strauss, 1967; Lincoln & Guba, 1985;
Strauss & Crobin, 1990). In this chapter, we will elaborate on the
grounded theory approach.

Other than those who limit themselves to quantification, most qualita-
tive researchers move into the inductive data analysis process that
involves using data to identify theoretical insights. A good first step is
to review carefully all textual data and to underline key phrases and
mark sections in the text by placing "code words" in the margin (San-
delowski, 1995). In order to ensure intercede reliability, most qualitative
researchers will encourage that the text analyzed be coded by more
than one person (Carey, Morgan, & Oxtoby, 1996). The initial product
will be a code list, which becomes part of the code book. The latter
includes a description of each code and can be compared to a code
book as used by quantitative researchers in which each variable is
described. The difference is that code books in qualitative research
will continue to develop until the analysis process is complete.

When conducting a grounded theory analysis, the researcher en-
gages in an iterative process of reviewing and coding the textual data,
while developing insights typically about concepts that capture various
codes or model linking codes that are grounded in the data. Sometimes
"in vivo" coding is utilized, meaning the analyst refers to terms and
themes identified by the study participants themselves (Strauss & Cor-
bin, 1990). As new codes emerge, the researcher may decide to modify
the current data-collection instrument or, if data collection was assumed
to be complete, that additional data collection is needed.

Qualitative data analysis does not end with the development of initial
codes. The next step after the initial coding—also referred to as open
coding (Agar, 1996; Bernard, 1994; Lofland & Lofland, 1995)—is to
look for connections between codes, referred to as categories (Miles &
Huberman, 1994). Axial coding involves the process of relating catego-
ries to their subcategories (Strauss & Corbin, 1990). Because the
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analysis inquiry centers around categories, the investigator is likely to
start developing an organizational scheme or paradigm. Throughout
this process, the qualitative data analyst will continue to modify and
refine the categories, a process referred to as selective coding. The
investigator is now ready to move from description to conceptualization.

Glaser and Strauss (1967), who introduced grounded theory, refer
to the process of identifying connections and similarities and differences
between themes and categories as the constant comparison method.
Central to this method is the writing of memos or "memoing," while
distinguishing between memos that describe the codes, including re-
cords of analytical decisions, and those that refer to theoretical insights
(Strauss & Corbin, 1990). These memos become part of the qualitative
data set.

The written narrative of a qualitative study is centered around the
codes, categories, and themes identified in the data analysis process,
and typically direct quotes from the narrative are provided. The selec-
tion of appropriate quotes presents a challenge, and qualitative re-
searchers should refrain from including only those quotes that support
their main point of view while ignoring negative examples. It is important
to keep in mind that while coding is a method to gain insight into the
data, it also removes the analysis from the raw data. Atkinson (1992,
p. 459) states "every way of seeing is also a way of not seeing."

QUALITATIVE DATA MANAGEMENT AND COMPUTERS

With the introduction of word processors, qualitative researchers were
able to move away from writing notes by hand, copying files, color-
coding materials, and other manual organizational strategies. Comput-
ers allowed for easier storage of textual data, organization of text
by using line numbers, and for retrieving text through word searches
(Fielding & Lee, 1998). The computer programs do not assist in analyz-
ing the data, but rather assist with the data management. Computers
do not comprehend the meaning of the data one puts in the system, be
those numerical or textual. Weitzman (2000) points out that qualitative-
data-management packages allow the investigator to store, edit, and
code the data, to search and retrieve certain segments, to link segments
of the data, and to display the data. An in-depth description of the
various programs goes beyond the scope of this chapter. Typically,
one distinguishes between programs that allow the investigators to
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retrieve text (e.g., Zylndex), to manage the text (e.g., Folio Views and
Textbase Alpha), to code and retrieve data (e.g., Qualpro), and to build
theory based on codes (e.g., AnSWR, ATLAS/ti, QSR NUD*IST, and
Ethnograph). There is no easy answer to the question of which software
is most appropriate; some qualitative investigators challenge the use
of software packages for qualitative data analysis for fear that it will
reduce the researcher's familiarity with, and closeness to, the data.
Similar to the philosophy among quantitative researchers, one must
keep in mind that it is more important to understand the dynamics
underlying data analysis than it is to use a software package.
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Chapter 8

HIV/AIDS PREVENTION: A CASE

STUDY IN QUALITATIVE

RESEARCH

Kirk W. Ellison and Claire E. Sterk

A n
n overview on qualitative research is provided in the previous
chapter. In addition to the general principles underlying this
paradigm, it includes a description of the various data collection

strategies, including in-depth interviewing, conducting focus groups,
observing, and reviewing documents. In this chapter, we will present a
case study that captures the central elements of the qualitative research
paradigm as well as the various strategies of inquiry. The case to be
presented is the Health Intervention Project (HIP), a community-based
HIV-risk-reduction intervention targeting uninfected African American
female crack cocaine users. First some background on women, drug
use, and HIV/AIDS will be provided.

The unique circumstances of women largely have been ignored in
addiction and drug use as well as HIV/AIDS investigations. Initially,
women were ignored and later were included as a comparison group
to male users (File, 1976; Sutter, 1976). Nevertheless, since the 1970s,
women increasingly have been enrolled in addiction studies (Adler,
1975; Chasnoff, 1988; Goldstein, 1979; Inciardi, Pottieger, & Lock-
wood, 1993; Johnson et al., 1985; Kearney, Murphy, & Rosenbaum,
1994; Lieb & Sterk-Elifson, 1995; Rosenbaum, 1981; Sterk, 1999a).
As a result, knowledge unique to women has been discovered. For
example, the pathways to drug use tend to vary between men and
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women. Studies focusing on the initiation into drug use have shown
that initial drug use often occurs in the company of others. Typically,
women are introduced to drugs by either a girlfriend or by a male friend,
who often is also her sex partner (Rosenbaum, 1981; Sterk, 1999a).
Research findings also indicate that the transition from initial to contin-
ued use and dependence tends to develop faster among women than
among men (Sterk, 1999a).

Since the onset of the AIDS epidemic, a multitude of studies have
explored risk factors for HIV infection among drug users, specifically
those who inject drugs (DesJarlais, Friedman, & Strug, 1986). Among
the risk behaviors identified are the sharing of syringes and other
injection paraphernalia such as water, cookers, and cotton; the fre-
quency of drug injections, and the setting of use. In addition to the
specific injection risks for HIV transmission, several sexual risk behav-
iors were identified such as unprotected sex with high-risk sex partners,
having multiple partners, and having negative attitudes toward condom
use (Booth, Koester, Brewster, Wiebel, & Fritz, 1991; Bux, Lamb, &
Iguchi, 1995; Chitwood, Inciardi, & McBride, 1991; Cohen, Navaline, &
Metzger, 1994; Compton, Lamb, & Fletcher, 1995; King et al., 1994;
Siegel, Falk, Carlson, & Wang, 1995). Most of our current knowledge
regarding HIV infection among injection drug users is based upon
epidemiological studies, with few ethnographic studies emphasizing
the meaning of risk behaviors—primarily the sharing of syringes and
other injection paraphernalia—in the social context in which these occur
(Booth, Kwiatkowski, & Stephens, 1998; Carlson, Wang, Siegel, Falk, &
Quo, 1994; Latkin, Mandell, Vlahov, Oziemkowska, & Celetano, 1996;
Ouellet, Jiminez, & Johnson, 1991).

With the emergence of the crack cocaine epidemic in the United
States in the 1980s, sexual activity related to crack cocaine use was
identified as a risk factor for HIV infection (Chiasson et al., 1991;
Chitwood et al., 1991; Edlin et al., 1994; Inciardi et al., 1993; Ratner,
1993; Sterk, 1988). The transmission due to unsafe sex is more likely
to pose a risk for women because the exchange of sex for crack is
more common among women than among men, and the probability of
male to female transmission is higher than that from females to males.
Exchanging sex for crack tends to involve unprotected sex with multiple
sex partners, many of whom are not known to the women and may
be at risk for HIV and other STDs (McCoy & Inciardi, 1993; Sterk,
1999a; Sterk, 2000). The female's male sex partners, including their
steady, casual nonpaying and casual paying partners, tend to be the
dominant partner in the relationship, thereby making the negotiation
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of safe behaviors often difficult for women (Deren, Tortu, & Davis,
1993; Kane, 1991), sometimes even placing her at risk for verbal and
physical abuse (Boyd, 1993).

Among the key factors associated with sexual HIV risk among
women are partner and relationship issues (Fullilove, Fullilove, Bower,
Haynes, & Gross, 1990; Kane, 1991; Tortu, Beardsley, Deren, & Davis,
1994), poverty (Amaro, 1988), cultural issues (Thomas & Quinn, 1991),
beliefs and attitudes toward condom use (O'Leary, Goodhart, Jemmott,
Boccher-Lattimore, 1992), and personal characteristics such as self
esteem (Nyamathi & Lewis, 1991).

Findings from prevention intervention studies show the extent of
sexual risk reduction among drug users to be more limited than the
level of drug-use-related risk reduction (Booth, Kwiatkowski, & Chit-
wood, 2000; Cottier et al., 1998). Research among women in metha-
done treatment revealed that women who received skills training were
more likely to use a condom and talk about safe sex (EI-Bassel &
Schilling, 1992). Other studies involving women showed that a social
cognitive theory intervention combining risk education with skill building
resulted in increased intentions of condom use (DiClemente & Win-
good, 1995; Jemmott & Jemmott, 1992). There is a clear need for
gender- and culture-specific studies that focus on women (Amaro,
1995; Mays & Cochran, 1988; O'Leary, 1999; Singer, 1991).

Generally, HIV prevention intervention efforts have been based on
psychosocial theoretical frameworks such as the health belief model
(Rosenstock, 1974; Rosenstock, Strecher, & Becker, 1988), the theory
of reasoned action (Azjen & Fishbein, 1977), the social learning theory
(Bandura, 1977), and the stages of change theory (Prochaska &
DiClemente, 1983; Prochaska, DiClemente, & Norcross, 1992). Al-
though these theoretical frameworks each have contributed to the de-
velopment of effective interventions, the underlying dynamics tend to
focus on the individual and not on the individual in context. In addition,
these theories are not derived from the perspective of the members
of the target population and gender is not taken into consideration. In
HIP, we conducted formative research in order to develop a risk reduc-
tion intervention based on information grounded in the experiences of
the women who were members of the target group.

FORMATIVE RESEARCH FOR HIP

For the most part, the formative research utilized a qualitative research
paradigm, including observational data collection, conducting in-depth
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interviews, focus groups, and document review. The quantitative data
collection involved survey interviews covering topics such as demo-
graphic characteristics, medical and reproductive history, drug use
and treatment history, psychosocial measures (e.g., self-esteem, self-
efficacy, sensation seeking, and impulse control), and household com-
position and structure. Using a matrix, initial assessments of sexual
activity and drug use also were included.

The main goal of the formative research was to gather data that
would assist us in developing an appropriate intervention, in terms of
both format and content. A qualitative approach ensured that we would
emphasize the women's perspective, place their actions in the context
in which these occurred, address the women's wide range of social
roles—beyond being a crack cocaine user or a woman at risk for HIV
infection—and the ways in which the women negotiated their social
roles. Rather than testing hypotheses, we wanted to discover and
develop an intervention that was grounded in the data as opposed to
validating an existing theory (Blumer, 1969; Geertz, 1973; Strauss &
Corbin, 1990).

Identifying Places and People:
Observing and Ethnographic Mapping

One of the first decisions to be made involved the selection of the target
neighborhoods for HIP. We did this through a process of community
identification referred to as ethnographic mapping (Sterk, 1999b; Tas-
hima, Grain, O'Reilly, & Sterk-Elifson, 1996). As a first step we reviewed
the local epidemiological indicators of HIV/AIDS and crack cocaine,
including data from local emergency rooms as reported in the Drug
Abuse Warning Network (DAWN), pretrial detention centers as reported
in the Arrestee Drug Abuse Monitoring project (ADAM), treatment cen-
ters as reported by the Georgia Department of Public Health, and local
law enforcement. This information was supplemented with data from
local HIV/AIDS and drug researchers involved in cross-sectional and
longitudinal survey studies as well as qualitative investigations. Based
on this information, we were able to identify various zip codes in which
HIV/AIDS and drug use appeared problematic. We opted for the selec-
tion of the zip code in which the HIV/AIDS and crack cocaine prevalence
and incidence was highest.

To learn more about the various communities within the zip code,
we interviewed professional experts who directly interact with drug
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users and with other people at risk for HIV/AIDS. These included social
and health service providers and law enforcement officials. We also
conducted expert interviews with individuals such as local educators,
religious and political leaders, and property and store owners whose
experience made them knowledgeable about the community. These
interviews tended to be brief—20 to 30 minutes or less—often were
conducted over the phone and focused on general topics such as
locations known for crack cocaine use; demographic and other charac-
teristics of crack cocaine users, specifically women; the presence of
subgroups of female crack cocaine users; and any other pertinent
information. All interviewees also were asked to submit any written
documentation their agency or organization had developed regarding
drugs, HIV/AIDS, or the community in general, for example, research
data, reports, minutes of public meetings, brochures, and newsletters.

In addition to these formal expert interviews, we conducted mapping,
using windshield surveys. These observations focused on the physical
structures, the nature of the physical resources, the mapping of specific
sites such as stores, businesses, schools, religious sites, graffiti, and
vacant lots by block; also the social infrastructure such as the nature
of gathering places, interactions between people, the nature of activi-
ties, and changes in atmosphere over time. This mapping process
allowed us to identify places relevant for our research as well as to
develop initial contacts in the community, while establishing ourselves
as researchers.

In doing the observations, we also were able to begin developing
relationships with those more directly involved with drugs, including
members of the local crack-cocaine scene. Informal interviews or inter-
actions with drug users allowed us to gain additional insights and also
to develop initial contacts with so-called key informants. Among the
key informants were current and former users and dealers. Some key
informants proved to be extremely knowledgeable of the local crack-
cocaine scene. More common were those who had expertise regarding
a small segment of the scene they belonged to or had belonged to, or
who served as gatekeepers to a segment. For example, one dealer
provided detailed information about the local scene and was able to
refer us to a number of crack cocaine users. As we learned more about
the community, we realized his description of the scene was relatively
accurate, but he failed to provide details of his own role and most of
the referrals did not include any of his clients. One woman tried to
determine which person in her drug network we should talk with, some-
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times providing those we interviewed with her interpretations of the
project and what she thought we should hear. These informal expert
interviews were conducted at a variety of community settings, lasted
about 45 minutes, and were conducted face-to-face.

This process of ethnographic mapping allowed for the comparison
of information from local epidemiological indicators, the informal and
formal interviews, and our observations, thereby allowing us to triangu-
late the data and to begin developing an initial plan for targeted sam-
pling (Carlson et al., 1994; Watters & Biernacki, 1989). As part of the
targeted sampling, snowball or chain referral sampling assumes the
referral to other users. Chain referral sampling allows for the selection
of the next study participant through the inclusion of all referrals or the
random selection of one of the referrals. Based on the hidden nature
of the crack cocaine scene, we opted for a convenience sample of all
those who were referred. In other words, each eligible woman would
be asked to refer us to other women or to refer these women to HIP,
without implementing a randomization process for selection among the
referrals. In addition, we assured the initiation of chains in different
groups, thereby allowing us to learn about numerous (multiple distinct)
social networks (Kaplan, Korf, & Sterk, 1986).

Once we developed a sense of the places and people as well as
how the places and the people changed over time—by hour of the day,
day of the week, and week of the month—we began more systematic in-
depth interviews with female crack-cocaine users and moved from
formative and exploratory observations to more structured ones. At
that time, we also established the official HIP field site (HIP house) at
a centrally located public-housing community within the zip code. We
occupied a three-bedroom unit, that also included a living room, kitchen,
and bathroom. For a variety of reasons we moved from this unit to a
three-bedroom house in the same community. Being in the community
but not in public housing offered several advantages, such as being
less closely aligned with the public housing community, including its
local leaders in the housing association, and becoming more integrated
into the community at large. The new HIP house made us neighbors
among neighbors. The layout allowed it to become a research field
site as well as a safe house where women could come for comfort,
clothes, food, or a place to rest and use the facilities.

In-depth Interviews

The in-depth interviews with female crack users were conducted at the
HIP house. We conducted a total of 45 interviews, the average length
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of which was 2 hours. Women were recruited by indigenous outreach
workers who were familiar with the community or the drug scene or
both (see Sterk, 1999b). Prior to conducting the interviews, all women
received a detailed explanation of the formative phase of the study
and were asked to sign an informed consent indicating their voluntary
participation. The first part of the interview was close-ended and, as
mentioned earlier, covered domains such as demographic, psychoso-
cial, sexual, and drug use characteristics. Upon completing this section,
the interviewers emphasized open-ended questions and explained to
the study participants the importance of feeling free to talk, share their
knowledge, and elaborate. The main goal, they explained, was for us
as researchers to learn from the women (for more information on
qualitative interviewing see chapter 7 on qualitative research). All in-
depth interviews were audiotaped and transcribed in preparation for
the data analysis. The data analysis followed the constant comparison
method, common in grounded theory.

"Pure" qualitative research assumes that the investigators conduct
interviews with no predetermined questions or even themes in mind.
In reality, however, this seldom is the case, especially if a substantial
amount of literature or other information is already available on the
topic or target population. Hence, we strived to find a balance between
relevant topics as identified in the literature and our own previous
research, while also leaving room for the women in HIP to add new
topics.

For example, the previous studies indicated that the extent to which
women engage in high-risk sex varies (e.g., not using a condom, not
being selective in choosing a partner, or engaging in high-risk sex
acts), depending on the nature of the relationship between the partners
(e.g., length of time the partners have known each other, abuse be-
tween the partners, and level of commitment to the relationship) and
the setting in which the sexual activity occurs (e.g., drug use versus
non-drug-related setting). In addition, researchers have shown that
women are at higher risk if they are high on drugs or are experiencing
craving or withdrawing and if they use drugs in complex settings (e.g.,
a setting in which multiple drugs are used or in which users and non-
users gather). Gender-related power differences have been identified
as largely influencing HIV risk-taking among women. Because of the
limited power allocated to women, they often are the "weaker" party
in negotiations regarding behaviors. The women's actual and perceived
risk for violence and abuse has been reported to function as a barrier
to HIV risk reduction.
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In addition to gender-specific factors, cultural factors are important.
Research has shown that normative beliefs may be mediated by race
(Mays & Cochran, 1988; Singer, 1991). Studies involving African Ameri-
can women revealed that they expect men to make decisions related
to sexual activity (Fullilove et al., 1990; Worth, 1990) and often view
initiating conversations about AIDS with their sex partner as inappropri-
ate. Finally, social support has been associated with perceived capabil-
ity and actually negotiating HIV risk reduction among women in drug
treatment (EI-Bassel & Schilling, 1992). Others also have identified
social support with HIV protective behaviors (Neaigus et al., 1994).
Knowing that others are available for support enhances the women's
self-esteem, reduces depression and anxiety, and tends to make them
feel more confident about their problem-solving skills.

Thus, examples of the topics covered in the in-depth interviews
include a review of the women's childhood and adolescent years, their
friendships and (dating) relationships, their medical history (including
physical and mental health, drug treatment, and HIV testing), their
experiences with drugs (including drug use patterns, changes over
time, use by set and setting, and many other details), their sex lives
(including the overlap between drug use and sexual activity), social
networks and social support, and expectations for the future. Reproduc-
tive decision making appeared less salient in the women's account
and it was mainly addressed when discussing motherhood. The most
prominent emerging themes were the multitude of social roles the
women occupied in life, their past and current experiences with violence
and abuse, and their ambivalence about changing certain behaviors.
Regarding the multiple social roles, the women made it clear that in
addition to being crack cocaine users, they also occupied several other
important social roles such as being a mother, partner, friend, col-
league, and neighbor. They emphasized the importance of being
treated as whole human beings and not as "crackheads." From their
violence and abuse experiences, we learned that almost all women
had either directly or indirectly encountered violence and abuse and
that this very much shaped their current realities.

We did not initially ask the women about being African American,
but incorporated it as part of the probes. In this regard, many women
referred to the history of African American women in American society.
They stressed that African American women more than White women
had a history of having to be independent caregivers. They also talked
about the role of African American women in the lives of White families,
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for example, by working as a maid or child caretaker. Other issues
mentioned were the importance of the extended family as a source of
social support to African American women, the use of religion and
spirituality as a coping strategy, and the frequent, at times subtle,
experiences with racism.

Findings for Intervention Content

Based on the in-depth interviews, we learned the following lessons for
the content of the intervention. It would be important to present the
HIV/AIDS epidemic and information about the crack cocaine scene at
the local level. Data on national, regional or even city-wide trends were
perceived as too abstract. We also realized that even though our main
(research) goal was to assist the women in reducing their risk for
becoming infected with HIV, this might not necessarily be their priority.
Hence, it became clear from the formative research that in order to
address HIV risk reduction, we needed to sensitize the women to its
importance and help them identify their priorities. As a result, we needed
to discuss priority-setting in general. For example, a woman would be
asked to list her priorities for making changes in her life. Often these
included wanting to reduce or give up drugs, to develop a healthy
relationship, to be a loving and caring mother, to have a job, and to
own a house in a neighborhood with more physical and social resources
than her current neighborhood. Some would mention HIV/AIDS, others
would not. Among the latter, we initiated a dialogue about what it would
take to make HIV risk reduction a priority.

Another lesson involved the importance of assisting women in setting
realistic and specific expectations. For instance, establishing a happier
life in a healthier environment was a desire expressed by most women.
However, when asked about their expectations for the future, these
goals often appeared unrealistic. One example that emerged with fre-
quency was a desire to become a registered nurse. However, for many
this meant they would have to spend years on their education, at times
starting with getting a GED. As the women began to understand what
would be required to achieve their expectation, many realized it was
more than they had considered or maybe even were willing to do. The
formative research showed that by assisting women in setting realistic
expectations, they were less likely to encounter disappointments, but
rather would experience successes, which in turn would enhance their
self-esteem and hope for future accomplishments.
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As part of this process, women also brought to our attention that it
is important to know what price one is willing to pay. For example,
when talking about sex with a steady partner, many women revealed
that they preferred not to use a condom because it would be seen as
a sign of distrust, would create distance, or would reflect their sexual
encounters with paying partners or those who traded sex for crack. By
presenting an intervention that encouraged women always to use a
condom with a steady partner, we would not respect their "bottom line"
regarding sex with steady partners. Instead, the intervention would gain
from addressing the notion of this bottom line. Finally, many women
emphasized the importance of a referral system to social and health
services that were respectful of them as women. Many had negative
experiences with service providers who began treating them differently
immediately upon learning they were drug users.

We eventually designed two distinct enhanced intervention condi-
tions, using available models that had proven successful with drug
users or women but adding the wealth of information from the in-depth
interviews. One of these conditions focused on motivation and stressed
learning to set priorities along with addressing the women's ambiva-
lence regarding change. The second enhanced condition emphasized
negotiation or conflict resolution.

Findings for Intervention Format

The in-depth interviews also revealed information pertinent to the for-
mat of the intervention. A key finding was the importance of the site
at which the intervention was delivered. The women stressed that the
project should be located in their community, should be open only to
women, and should not just be a place for research but also a safe
place to escape from daily hassles or to find a moment to rest. In other
words, it was their place as much as ours. This meant that we had to
negotiate with the women how to balance our research needs with
their needs; that we needed to explain to the men in the community
why they could not enter the HIP house; and that we wanted the women
not only to take figurative ownership, but also to take on active roles
such as helping with the food and clothing bank we provided, serving
as community liaisons, and becoming ex officio members of the re-
search team.

The women had access to the HIP House; however, they were not
allowed to stay overnight, and restrictions were placed on their use of
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the kitchen, bathroom, and other facilities related to the research. We
did open the HIP house for activities that were not directly related to
the research purposes, with community barbeques—sometimes ac-
companied by the DJ of a favorite radio station—being the most pop-
ular.

Another key finding regarding the content of the intervention involved
the nature of the sessions. Many women indicated that the interview
was the first time they had spoken to someone openly about their lives,
including their abuse experiences (one half had such experiences) and
reflecting on their future. This taught us that as intervention researchers,
we should be extremely careful not to act as if we were also psychia-
trists, psychologists, social workers, or any expert the women needed.
Instead, we needed to clarify our role and explain our referral strategy.
We also learned during the in-depth interview of the need for initial
individual intervention sessions. The private nature of an individual
session was expressed as more appropriate and desirable than group
sessions. On the other hand, group meetings were favored by the
women as a follow-up strategy. As part of HIP, we did deliver individual-
level sessions, but we limited group meetings to social events as op-
posed to intervention sessions. A popular working social event were
the reunions for HIP graduates.

Focus Groups

As we moved closer to developing the actual intervention and the
manuals for implementation, we conducted a number of focus groups.
The first focus group included local HIV/AIDS and drug use experts
and we sought their feedback on the preliminary development of the
intervention. We learned that many experts agree that an individualized
approach to risk reduction is extremely important, but that limited re-
sources precluded a one-on-one approach. On the one hand, we re-
ceived encouragement for our tailored approach, and on the other we
were cautioned. We found that many experts view crack cocaine users
as a "hopeless" target group that presented limited possibilities for
change. Some experts suggested that we conduct urine analysis to
verify a woman's drug use status. After contemplating this suggestion,
we opted not to do so. A final key area in which the expert focus group
was instrumental was the development of an appropriate referral
system.

In addition, we conducted four focus groups with women—two with
women who fit the criteria for the HIP target population, one with HIV-
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negative women from the community who did not use drugs, and one
with HIV-positive crack cocaine users. These focus groups validated
many of the findings from the in-depth interviews and placed the inter-
view data in context. The women in the non-use focus group expressed
their disdain for crack users, but also explained how difficult it was for
a woman to be successful in the community once she became an
addict. They stressed the importance of role-playing as part of the
intervention. The HIV-positive women focused on their past and how
important it was to target HIV-negative women. They also emphasized
the importance of adequate HIV counseling and testing, with a specific
focus on what happens while waiting for test results. In addition, they
encouraged us to focus more on communication than on technical
skills for HIV risk reduction. In other words, it is okay to teach women
how to use a condom or dental dam, but it is more important to teach
them to talk about sex and protection.

The two focus groups with HIV-negative women who used crack
cocaine confirmed the heterogeneity among female crack-cocaine us-
ers in addition to the tension between the various groups. For example,
women who did not barter sex for crack were disdainful of those who
did; women whose first illicit drug use involved crack looked down on
those who in their past had used other drugs, including injected drugs;
and those who had lost custody of their children envied those with a
social support system that allowed them to hold on to their offspring.
These groups also revealed something that was not apparent from
the individual interviews, namely the women's ambivalence regarding
change. It was in these groups that we learned about the potential
resistance to change, their fear of dealing with the consequences of
proposing change, the backlash of having failed to implement change,
and the importance of explicitly acknowledging their goals for change.
Without having had the opportunity to observe the interactions between
the women, we would have underestimated the importance of this
theme.

Process Interviews and Observations

The qualitative research did not end once the formative phase was
completed. We continued our qualitative inquiry as the intervention
went on by conducting in-depth interviews with women who had com-
pleted the intervention and by continuing the ethnographic mapping.
The latter was important to detect changes in the community, including
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the drug use scene. For example, as HIP evolved, the community
underwent a number of changes. The area increasingly became labeled
as dangerous and police activity increased, thereby driving the drug
scene further underground. In addition, urban slum lords from outside
the community discovered the area. They bought available properties
very cheaply, renovated the houses with minimum investment, and
rented the property for exorbitant amounts. The rent we paid for the
HIP house was an example of this new form of entrepreneurship. Local
churches—almost every other block in the area had a church or church
storefront—decided that the capital should remain in the community
and encouraged their members to contribute to the church and the
community by renovating houses, for little or no pay, that had been
acquired by the church. This process of "urban renewal" changed the
community dynamics by creating two classes of residents: those who
could afford and those who could not afford to live in renovated housing.
In addition, it provided justification for some mobilization against drug
users, thereby further marginalizing them.

Our observations and mapping also allowed us to stay informed of
changes on the local drug market and the local use patterns. For
example, a segment of the neighborhood became known as the city's
main heroin distribution point, and over time we saw an increasing
number of White persons enter this largely African American neighbor-
hood to buy heroin. Some drug dealers, challenged by a locally satu-
rated crack-cocaine market, began encouraging their clientele to use
heroin by providing free samples and teaching people how to smoke
crack and heroin simultaneously or how to snort heroin to come down
from a crack high (Sterk, 1999a). These new marketing strategies
resulted in changes in local drug-use patterns, which we needed to be
attuned to in our intervention.

The other continued qualitative inquiry involved open-ended inter-
views with two types of former participants: those who completed the
intervention and those who dropped out. Women who did not complete
the intervention attributed it to several causes, including an escalation
in their use, the arrest of a boyfriend or their own arrest, a court-ordered
admission to drug treatment; or to more positive reasons such as
having relocated to a less drug-infested neighborhood or to having
secured employment. The in-depth interviews with those women who
graduated provided us with excellent process-evaluation information.
As part of the data collection specific to the intervention outcomes,
women were interviewed 6 months after their graduation from the
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intervention. However, outcome data were collected using a standard-
ized instrument, leaving little room for learning about the meaning of
any behavioral change or the impact of the intervention in general on
the lives of the women. A major finding of the process-evaluation
interviewing, which followed closely behind the qualitative interviews,
was that the survey data only provided a snapshot of the women's
behaviors during the 6-month interval, but not on the processes sur-
rounding the complexities of behavioral change. For example, a woman
might have reduced her drug use to a limited extent, but she may have
consciously gotten high with a select group or at select locations,
excluding those in which sexual activity occurred. Though her drug
habit might not have changed significantly, her HIV risk was reduced.

Another key finding from these interviews involved the impact of the
intervention. Many women mentioned that the areas of HIP that had
most influenced their lives were not focused around sexual and drug-
related HIV risk, but in gaining a different level of respect for themselves,
in learning there are options in their lives, and in realizing that they
can take charge of their lives. A response that continued to surprise
us was that many women referred to their HIP involvement as an initial
step to becoming reintegrated into mainstream society. The key first
step for many was our encouragement for them to get a picture ID,
and it was amazing how many doors opened with such an ID. For
example, many women mentioned that it allowed them to apply for
Medicaid.

CONCLUDING REMARKS

The value of employing the qualitative research paradigm is shown in
this case study chapter. The various methods utilized are discussed
in more detail in the previous chapter on qualitative methods. The
qualitative, formative stage of HIP allowed for the development of an
intervention that was tailored to the needs of the women targeted in
the intervention. The qualitative inquiry methods—focus groups and
in-depth interviews—allowed the women's voices to be heard and also
facilitated their guiding us as we designed the intervention. Quantitative
approaches would have reduced the extent to which the women had
input on the intervention development and would not have allowed
them to become experts on the research team.

As part of the inquiry, other experts were included as well, for exam-
ple, community leaders and residents. Their views and experiences
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assisted the team in gaining a better understanding of the social envi-
ronment in which the women were functioning, and their vantage point
complemented that of the women. The observations provided additional
insights on the physical and social infrastructure; reviews of local media,
"archives" of community-based organizations, and other written
sources further enhanced our understanding.

Once the intervention was underway the inclusion of process obser-
vations and interviews allowed for a continued update of our under-
standing of the women's lives. It also assisted us in guiding the
quantitative analysis, for example, by designing composite variables
that were grounded in the qualitative data or by helping us define what
"risk" and "risk reduction" meant from the women's perspective.
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Chapter 9

COMMUNITY INTERVENTION

TRIALS: THEORETICAL AND

METHODOLOGICAL

CONSIDERATIONS

Ralph J. DiClemente, Richard A. Crosby,
Catlainn Sionean, and David Holtgrave

OVERVIEW

Historically, individual- and group-level interventions have been de-
signed to maximize interaction between intervenors and program recipi-
ents. The assumption underlying this approach, of course, is that these
programs can be more intensive, more personalized, and can specifi-
cally target individuals' particular barriers to adopting and maintaining
health-promoting behaviors. An alternate approach to individual- or
group-level interventions involves targeting the community.

Community-level health-promotion programs are an extension of
the more traditional intervention approaches. Given the magnitude of
preventable chronic disease (particularly heart disease) and prevent-
able infectious diseases (particularly infection with the human immuno-
deficiency virus and sexually transmitted diseases), expanding
program delivery to the community level amplifies the odds that sub-
stantial numbers of people will ultimately be exposed to the intervention
and may adopt health protective behaviors.

One important advantage of delivering programs at the community
level is that reaching a broad proportion of the community may result
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in changing existing community norms so that they are more supportive
of health-protection behaviors. In turn, these new norms may prompt
continued diffusion of health-protective behaviors, reaching beyond
individuals directly exposed to the intervention (Farquhar, 1978). Com-
munity-level intervention strategies may also be more effective than
individual- or group-level intervention strategies because they integrate
multiple levels of influence. For example, community-level intervention
strategies may involve institutional, organizational, community, and
policy influences designed to amplify the adoption and maintenance
of health promoting behaviors as well as factors designed to affect
intrapersonal and interpersonal influences on health behavior (Em-
mons, 2000; McLeroy, Bibeau, Steckler, & Glanz, 1988).

Rationale for Community-Level Interventions

There has been a marked change in the etiology of disease in the United
States. Early in the twentieth century, disease was mainly attributable
to infectious pathogens. However, by midcentury a significant trend
emerged that identified chronic diseases as the primary cause of mor-
bidity and mortality. Since this epidemiological transition from infectious
to chronic disease, health and illness have been perceived largely as
a function of behavior. This individualistic perspective has dominated
the field of health promotion and disease prevention for the past 50
years (McLeroy et al., 1988).

In recent years, a shift has occurred from focusing on the individual
to focusing on the community. The definition of community varies con-
siderably in the literature. Traditionally, it refers to groups of people with
shared values and institutions. Thus, community necessarily includes
social meaning and organizational structures. Alternatively, in much
research, community is often operationalized as groups of individuals
with a shared geographic location.

The roots of community-level interventions to enhance health-pro-
tecting behaviors lie in the history of epidemiology. This field began to
emerge in the seventeenth century, with the observation that the burden
of disease and death disproportionately affects impoverished groups
(Susser & Susser, 1996). By the nineteenth century, rapidly accelerat-
ing industrialization magnified existing disparities between social
classes. This had the effect of spurring documentation of the distribution
of disease in populations. As specific organisms had yet to be observed,
the prevailing theory of disease etiology was miasma (impure water, air,
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etc.). Thus, disease prevention efforts were directed toward populations
and utilized changes in the environment, such as improved sanitation
and sewage removal.

Beginning in the mid-nineteenth century, epidemiologists began to
suspect that microorganisms could cause disease. As discussed in
chapter 1, in 1854, John Snow turned off the Broad Street pump, in
culmination of his research demonstrating that the water from one
particular supplier was related to high rates of cholera. Scientific ad-
vances led to the discovery of microorganisms as causes of disease;
thus began the era of infectious disease epidemiology. The prevailing
theory guiding disease prevention in this era was germ theory. Thus,
attempts to prevent disease involved the prevention of transmission of
infectious agents, through means such as vaccination and quarantine
(Susser & Susser, 1996).

By the mid-twentieth century, in developed nations, chronic dis-
eases—notably coronary heart disease and lung cancer—replaced
infectious diseases as the primary causes of mortality, prompting a
need for a new theoretical model of disease causation (Cassel, 1964).
The now familiar case-control study design was used to determine risk
factors, or characteristics of individuals with disease relative to those
without disease. More powerful predictive designs also began to be
utilized, namely, the cohort study. In this design, researchers sought
to identify increased risk for developing particular diseases among
those with defined characteristics relative to those without these char-
acteristics (i.e., relative risk). Concurrently, a new field, health promo-
tion, emerged, informed largely by cognitive psychology, (Breslow,
1999). As a result, the primary theory of etiology, and hence the prevail-
ing strategy for disease prevention, came to focus increasingly on
the individual.

Individual-level strategies for disease prevention seek to identify
individuals at high risk for developing particular diseases based on
their risk behaviors or characteristics. This strategy is based on a
clinical model. That is, it seeks to identify and change causes of individ-
ual cases of disease, for instance, through physicians' screening their
patients for risk factors. Once high-risk individuals are identified, inter-
ventions informed by this perspective attempt to reduce the risk of
developing disease primarily through modifying the risk behaviors (e.g.,
lifestyle factors such as smoking and diet) associated with the particular
disease. Psychological theories widely applied to health behavior have
included the theory of reasoned action (Ajzen & Fishbein, 1980), social
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cognitive theory (Bandura, 1977, 1997), and transtheoretical model of
behavior change (DiClemente & Prochaska, 1998). Given the common
use of these and other psychology-based theories, interventions have
been designed to address important proximal antecedents to risk be-
haviors such as knowledge, attitudes, beliefs, motivation, peer norms,
risk reduction, self-efficacy, and skill acquisition. Such interventions
have demonstrated evidence of effectiveness in reducing or delaying
the adoption of disease-associated risk behaviors, such as smoking
(Prochaska, DiClemente, Velicer, & Rossi, 1993), substance use, and
sexual risk behaviors (Centers for Disease Control and Prevention
[CDC], 1999a).

Although the individual approach has been successful, it has several
disadvantages (Rose, 1985,1992). First, screening to identify individu-
als at high risk can be both costly and pragmatically difficult. Many
disease processes of greatest concern, such as arteriosclerosis, begin
early in life; thus, screening would have to be implemented early and
repeated at regular intervals. In addition, participation in screening
programs is often greatest among those individuals who are at lower
risk for disease (i.e., the "worried well"). Thus, screening programs
may fail to identify many individuals who are at risk.

Second, even with screening programs for diseases that are preva-
lent in a population, the ability to predict which individuals will develop
future disease is typically weak. Prediction is weak because the majority
of cases may be comprised of individuals at low to moderate risk,
rather than those few individuals identified as high-risk.

Finally, and most important, the behaviors often targeted for change
by individual-level interventions (e.g., smoking, dietary habits, physical
activity, and unprotected sexual activity) are inherently social and are
therefore influenced by forces external to individuals, such as prevailing
social norms, public policy, and factors inherent in the physical environ-
ment. Thus, individual-level intervention strategies, though pragmatic
and yielding modest effects, may not be optimally efficacious for en-
hancing the adoption of health-promoting behaviors. In addition, and
equally important from a public health perspective, individual-level inter
vention strategies may be insufficient to sustain newly adopted health
behaviors over prolonged periods of time, particularly in the context of
pervasive social pressures that promote or reinforce risk behavior.

In sum, individual-level approaches to health promotion are often
palliative and temporary because they are not capable of reaching
large segments of the at-risk population. Thus, though the approach
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may benefit small numbers of recipients, large numbers of people are
at-risk but never identified; at-risk and identified but do not participate
in the program; or not at-risk but—perhaps in the absence of exposure
to a program—subsequently move into the at-risk population.

Nature of Community-Level Interventions

The metaphor of pulling people who are drowning from a river is useful
in comparing individual-level strategies to community-level strategies.
The individual-level strategy has been referred to as a "downstream"
approach because it focuses interventions on pulling drowning individu-
als from the river's currents (i.e., individuals who already have risk
factors associated with disease occurrence). Alternatively, the commu-
nity-level strategy can be conceptualized as an upstream approach
because it looks "upstream" to see what is pushing individuals into the
river in the first place (Zola, quoted in McKinlay, 1974). Thus, the
community-level approach focuses predominantly on keeping people
from falling in the river (i.e., acquiring risk factors associated with
disease occurrence). A variant on the community-level approach is to
target high-risk communities and attempt to reduce risk behaviors.

To focus on those at highest risk is only a temporary solution, be-
cause even if an intervention successfully motivates individuals to
change their high-risk behaviors, other individuals are constantly enter-
ing the high-risk population to replace them. Thus, individual-based
interventions may have only limited effects because they do not change
the distribution of risk behavior in the population as a whole. Illustrative
of this conceptualization is a quote from the Multiple Risk Factor Inter-
vention Trial (MRFIT):

[E]very time we helped a man in [MRFIT] to stop smoking, on that day,
probably one to two children in a schoolyard somewhere are taking their
first tentative puffs on a cigarette for the first time. So, even when we do help
high-risk people to lower their risk, we do nothing to change the distribution of
disease in the population because, in one-to-one programs ... we do nothing
to influence forces in society that caused the problem in the first place.
(Syme, 1996, p. 463)

The community-level approach to disease prevention is based not
on a medical model but on a public health model. That is, it seeks to
change not simply individuals or groups of individuals but the distribu-
tion of disease in the population as a whole. To change the average
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level of risk factors and disease prevalence, the community-level ap-
proach looks upstream to determine which characteristics of the com-
munity may influence the health status of the community as a whole
(prevalence) as well as those that directly or indirectly influence individ-
ual risk.

A substantial body of research indicates that characteristics of com-
munities may have an important influence on health outcomes and
individual risk behaviors (Cohen, Spear, et al., 2000; Robert, 1998).
Ecological studies have documented associations between commu-
nity-level social and economic conditions and a variety of health out-
comes (Acevedo-Garcia, 2001; Cohen, Spear, et al., 2000; Friedman,
Perlis, & DeJarlais, 2001; Kaplan, Pamuk, Lynch, Cohen, & Balfour,
1996; Lynch et al., 1998). Moreover, community characteristics are
associated directly and indirectly with individuals' risks for poor health
outcomes, even after controlling for the effects of individual characteris-
tics (Diez-Roux et al., 1997; O'Campo, Xue, Wang, & Caughy, 1997).

One particularly important determinant of health behaviors across
members of a given community may be the level of social capital in
the community. As noted by Putnam, the term "social capital" has been
redefined numerous times (Putnam, 2000). Although there is a lack of
consensus with respect to the definition of social capital, there is an
emerging consensus that social capital is comprised of a small set of
central core factors that include trust, reciprocity, and cooperation
among members of a social network that aims to achieve common
goals. The term includes supportive interactions within and among
families, neighborhoods, and entire communities (Putnam, 2000). For
example, recent studies suggest that one potentially important commu-
nity-level predictor of sexual risk behavior among adolescents may
be their affiliation with organized social groups (Crosby, DiClemente,
Wingood, Harrington, Davies, Hook, et al., 2002; Crosby, DiClemente,
Wingood, Harrington, Davies, & Malow, 2002; Ramirez-Valles, Zimmer-
man, & Newcomb, 1998; Schinke, Orlandi, & Cole, 1992). In addition,
social capital has been related to numerous public health measures
such as child welfare, violent behavior, mortality, and health status
(Kawachi, Kennedy, & Glass, 1999; Kawachi, Kennedy, Lochner, &
Prothrow-Stith, 1997; Kreuter& Lezin, 2002; Putnam, 2000). Generally,
higher levels of social capital are associated with more favorable health
indices. For example, a recent study found that higher social capital
was associated with fewer deficits in emotional, behavioral, and devel-
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opmental functioning among preschool children (Runyan et al., 1998).
Greater levels of social capital, assessed by state, have also been
significantly associated with lower state-level rates of AIDS, gonorrhea,
and syphilis among adolescents and adults (Holtgrave, Crosby,
DiClemente, Wingood, & Gayle, 2002). These studies collectively sug-
gest that interventions designed to enhance community social capital
may be a valuable strategy for promoting health.

In sum, community-level interventions are designed to promote wide-
spread behavior change by utilizing naturally occurring channels of
influence (e.g., social and friendship networks) and social institutions
(e.g., media, organized religion), while simultaneously providing sup-
portive environmental structures that encourage the adoption and main-
tenance of health-protective behaviors.

Purpose of Community-Level Interventions

The primary purpose of population-based strategies (i.e., community-
level interventions) to disease prevention is to shift downward the mean
level of risk factors in a given population. As demonstrated in Figure
9.1, this reduction in mean risk may effectively reduce the bell portion
of the curve, resulting in a shift that moves people from high risk to
moderate risk or from moderate risk to low risk (Rose, 1985, 1992).

Community-level approaches are based on the concept of popula-
tion-attributable risk, that is, the amount of disease in a given population
attributable to a specified level of exposure (Hennekens & Buring,
1987). Population-attributable risk is typically greatest in the central
part of a disease distribution (i.e., in the bell part of a normal curve).
Thus, the majority of the cases may be observed among individuals
with only moderate levels of risk factors (e.g., heart disease, diabetes,
and many types of malignancies). The community-level approach
therefore seeks to identify and alter the underlying forces within commu-
nities that make the disease so prevalent in a given population. That
is, rather than attempt to identify characteristics of individuals that place
them at risk for a particular disease, the community-level approach
identifies socioenvironmental factors that are likely to (a) predispose
individuals to the adoption of risk behavior; (b) prevent individuals from
adopting protective behavior; or (c) lead directly to increased risk for
disease, regardless of individuals' risk behaviors (e.g., environmental
toxins) (Link & Phelan, 1995).
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FIGURE 9.1 Schematic depiction of community-level intervention
shifting the mean level of HIV-associated risk factors in a down-
ward direction.

STRUCTURE OF COMMUNITY-LEVEL INTERVENTIONS

Distinguishing Aspects

As previously described, interventions may attempt to promote behav-
ior change at the individual level or at the larger community level. In
addition, interventions may be implemented through a variety of differ-
ent venues, ranging from families to worksites and finally to communi-
ties. It is important to distinguish between community-based and
community-level interventions. Many community interventions are de-
livered in community settings, such as schools, worksites, and so forth,
and may address important features of the community. However, such
an intervention may still be individually based if it is designed to change
(exclusively) the behavior of the individuals who participate in the inter-
vention. Community-level interventions seek to alter the physical or
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social environmental characteristics of communities. In essence then,
the hallmark of community-level approaches is their emphasis on
changing physical or social conditions (Sweat & Denison, 1995). Some
distinguishing characteristics of community-level approaches include
improving availability, improving physical resources, and communicat-
ing through community events and media channels (Cohen, Scribner, &
Farley, 2000).

Availability. Access to health-promoting or health-compromising
products or services can change behavior without influencing individu-
als' attitudes. Accessibility to harmful products such as tobacco and
alcohol may be reduced by limiting locations and times for sales or by
increasing prices. Programs and policies may also be used to increase
access to harm reduction products, for example, needle exchange
and condom distribution programs. Readily available products (e.g.,
nutritious foods, exercise facilities) may also be an objective of the
intervention program.

Physical Resources. Deteriorating environments may create condi-
tions that lead to health-risk behaviors such as drug use and prostitu-
tion. In addition, these environments may indicate community
members' tacit approval for engaging in risky behaviors such as sub-
stance abuse and violence. Change in the physical environment may
also be a direct route to reducing the incidence of infectious diseases
(Garrett, 1994).

Community Events and Media Channels. These channels have the
capacity to reduce risks for a large numbers of people because the
people are passively exposed to the intervention. As health behaviors
are adopted by progressively larger proportions of a community, the
increased social acceptability of these behaviors may help promote
adoption of health behaviors and, subsequently, reinforce maintenance
of health behaviors among those initially unexposed to the intervention
through diffusion effects (Rogers, 1995).

Despite the benefits of the community-level approach, it does have
some disadvantages, for instance, the "prevention paradox." That is,
community-level interventions are not tailored to individuals and there-
fore many individuals may not readily perceive the intrinsic value of
the intervention. As a consequence, community-level interventions typi-
cally offer little immediate benefit to some individuals because they
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may not attend to the messages. In addition, many will not benefit
because they are not at risk and thus would be unlikely to develop the
disease or condition in question.

Recent theoretical and statistical advances have prompted the emer-
gence of a new class of intervention designed to capitalize on the
strengths of both the individual and community-level approaches.
These multilevel interventions utilize components of various social con-
texts in which individuals are embedded (worksite, schools, families).
Such interventions have the potential to work synergistically, mutually
reinforcing and facilitating changes made by individuals. Indeed, multi-
level interventions have been implemented and have shown promising
results in areas such as alcohol and tobacco use.

The use of community-level interventions, particularly multilevel in-
terventions in which individuals are also targeted for change, necessar-
ily requires careful attention to design and analytical plans. In the
following section, several important methodological concerns of com-
munity-level interventions are described.

Design and Analytic Issues

The design of community-level interventions is intimately linked to a
host of analytic issues; thus, design and analysis should be planned
concurrently. For example, a primary feature of community intervention
trials is that the unit of observation is typically the individual, but the
unit of randomization and analysis is usually the community. However,
many community-level intervention trials do not randomly assign com-
munities to treatment conditions because doing so would present insur-
mountable practical and political barriers, thus giving rise to quasi-
experimental research designs (i.e., designs that lack randomization).
However, quasi-experimental designs are not necessarily undesirable.
Although they lack the internal validity provided by experimental de-
signs, they may be a better approximation of the real world and there-
fore have greater external validity.

Community-level trials are unique in that they typically involve few
units of analysis, because the unit of analysis is usually the community
rather than the individual. This creates multiple problems. For example,
Murray (1998) noted that even with random assignment of communities
in community-level trials, randomization may not always be effective.
In trials involving small numbers of communities (e.g., Stanford, Paw-
tucket, and Minnesota-based heart health programs) randomization is
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unlikely to achieve its intended purpose, i.e., symmetric distribution of
potential bias across intervention and control communities. Without
symmetrical distribution of potential bias, systematic error can easily
distort study findings.

The few units of analysis in community-level interventions also give
rise to low statistical power. Several solutions have been suggested
to remedy problems associated with low statistical power. For example,
Murray (1998) emphasized measurement of all possible sources of
variance, assuring that all statistical assumptions are met, and design-
ing the study to focus on a single, primary, endpoint. An additional
solution is to analyze the unit of observation (i.e., individuals) and
statistically control for similarities with the unit of randomization (i.e.,
account for the intraclass correlation often observed within clusters
such as communities).

Despite methods of compensating for low statistical power, the ma-
jority of community-level interventions have been underpowered, re-
sulting in only weak evidence, at best, supporting their effectiveness
(Fishbein, 1996). Fishbein pointed out that community-level programs
often lack power to detect even medium effect sizes, let alone small
effect sizes. Yet small effect sizes in community-level interventions
may be very meaningful at the population level. Furthermore, Fishbein
also noted that power could be enhanced by precisely defining the
behavioral endpoint of the community-level intervention and defining/
clarifying the outcome measure with precision.

Koepsell, Diehr, Cheadle, and Kristal (1995) pointed out that loss
of statistical power in community-level interventions commonly results
from matching communities on variables that are not strongly correlated
to the outcome measures. Accordingly, they advocated matching com-
munities based on careful assessments of associations between com-
munity characteristics and trial endpoints. This process requires time
and resources to conduct thorough preliminary analyses of the commu-
nities. Although the practice advocated by Koepsell and colleagues
can result in increased statistical power, this practice is not usually
included in the design of community-level interventions.

Another unique aspect of community-level interventions is the deliv-
ery of the programs to an entire target population. Similarity of persons
within a target population facilitates intervention design and delivery.
However, it also poses analytic problems. Observations of members
in the same target population tend to be correlated. To avoid potential
bias in study conclusions, this correlation within communities must
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be accounted for statistically (Murray, 1995). Conversely, using the
community as the unit of analysis avoids this potential bias entirely.

Studies of community-level interventions typically use either nested
cross-sectional, nested cohort, or a combination of the two designs.
Much like cohort studies commonly used in epidemiologic research,
nested cohort studies prospectively follow groups of people who are
selected only from defined communities. Alternatively, nested cross-
sectional studies require successive waves of surveys administered
to random samples of community members. One problem with this
approach is that the time of year when the survey is administered
must be common across each community (Murray, 1995). In addition,
measures should be taken to avoid an interactive effect between the
community and the person administering the survey (Murray, 1998).
In the context of nested cohort designs, a common problem is high
attrition rates.

An additional issue with community-level interventions is community
selection. Community selection should be based on several criteria,
including ample distance (including nonoverlapping media markets)
between selected communities to avoid contamination effects. If com-
munities will be randomized, then all communities involved must first
express willingness to be assigned to the experimental condition.
Clearly, the process of defining community willingness is complex
(chapter 1). At this stage, it is important to work with communities to
secure their involvement, identify key decision-makers, and obtain their
support for the trial.

When communities are matched, care should be taken to assert
that they do not differ with respect to potential sociodemographic con-
founders, for example, race, age, income, and education. When differ-
ences between matched communities are discovered, they should be
controlled for statistically. A particularly important confounding variable
that should be avoided is the existence of similar programs in either
the intervention or comparison communities. Similar programs in the
comparison communities create a bias toward a null finding, whereas
similar programs in the intervention communities create a bias toward
the research hypothesis. Because controlling the existence of similar
programs is not feasible or desirable, it is important to assess and
understand their potential contribution toward study bias.

A variety of design and analytic approaches have been applied to
community-level interventions, and many of these are reviewed in the
following sections.
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7l7e AIDS Community Demonstration Projects

Design. One of the most recent large-scale community-level interven-
tion trials was conducted by the Centers for Disease Control and Pre-
vention (CDC, 1999b). The study was a nested cross-sectional design,
that is, repeated cross-sectional surveys were conducted within both
the intervention and comparison communities during the course of the
project. Table 9.1 schematically describes the trial design.

Communities were defined by specific at-risk populations (e.g., com-
mercial sex workers and non-gay-identified men who have sex with
men) within defined geographic boundaries. Communities were
matched by pairs, according to selected sociodemographic criteria.
Unfortunately, random assignment to condition was only possible in 1
of 5 community pairs, making the design quasi-experimental.

Analysis. Baseline data was collected by two survey waves. Eight
successive survey waves followed over the course of a 32-month inter-
vention. The intervention had three components: verbal and written
prevention messages delivered by community members; small media
campaigns; and availability of condoms and bleach kits. Exposure to
the intervention was defined as self-reported contact with any one
of these intervention components. The trial endpoint was defined as

TABLE 9.1 Schematic of the Study Design for the AIDS Community
Demonstration Projects

Matched Intervention-Comparison Communities

Procedure Pair 1 Pair 2 Pair 3 Pair 4 Pair 5

Baseline survey
Baseline survey
Begin 32-month

intervention
Repeat surveys at

7 intervals
End 32-month

intervention
Final survey

X/X
X/X
X/O

X/X

X/O

X/X

X/X
X/X
X/O

X/X

X/O

X/X

X/X
X/X
X/O

X/X

X/O

X/X

X/X
X/X
X/O

X/X

X/O

X/X

X/X
X/X
X/O

X/X

X/O

X/X

Note: X/X = both communities in the pair; X/O = only the designated intervention community
in the pair
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progress along the stages of change (SOC) continuum (Prochaska et
al., 1993).

Regression techniques were used to (a) assess adjusted mean
scores for SOC within each of the 10 communities, and (b) assess
change in mean community-level SOC scores over time. Individual-
level analyses were also conducted to determine adjusted associations
between exposure to the intervention and the trial endpoints.

Community-Level HIV Prevention Programs for Women

Design. A recent community-level HIV prevention project, based
largely on methods used in the CDC Demonstration Projects, was
conducted for communities of low-income women (Lauby, Smith, Stark,
Person, & Adams, 2000). The Prevention of HIV in Women and Infants
Demonstration Project (WIDP) used a nested cross-sectional design
to evaluate the impact of a 2-year community-level intervention deliv-
ered in four locations. After identification of the intervention communi-
ties, matched comparison communities were selected. Although annual
cross-sectional surveys were conducted over a 4-year period, only
the baseline and the last postintervention survey wave were used to
evaluate program effectiveness.

Sikkema and colleagues (2000) also conducted and evaluated a
community-level HIV prevention program for women. The project in-
volved a large number of communities across five geographically di-
verse cities in the United States. Eighteen communities of women living
in low-income housing were matched into nine pairs and surveyed at
baseline. Each matched pair was randomly assigned to the intervention
or control condition, with one exception: one community was assigned
to the intervention condition but did not have space available for a
portion of the planned intervention. The intervention lasted 1 year.
Although the follow-up survey was also cross-sectional, sufficient num-
bers of women in each community were resurveyed to conduct a nested
cohort analysis. This procedure, combined with the large number of
communities involved, resulted in substantially more statistical power
than the study reported by Lauby and colleagues (2000).

Analysis. In the study reported by Lauby and colleagues (2000),
controlled analyses compared the average difference in change scores
between the four intervention and four comparison communities. This
same analysis was repeated using only data for women in the interven-
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tion communities who reported any exposure to the intervention (64%)
and for those in the comparison communities reporting no exposure
to the intervention (77%).

However, Sikkema and colleagues (2000) used a technique based
on the generalized linear model (GLM) to analyze their cohort data.
This family of models, like others used in community-level interventions,
seeks to control for all possible sources of variance in order to optimize
the chances of finding a significant interaction between study condition
and time. Using GLM partitions variance by both the individual and
group affiliation. Thus, it is possible to observe changes within an
individual across time, as well as between groups (i.e., the intervention
versus a comparison group) over time. An effective intervention would
yield a group-by-time interaction showing that participants randomized
to the intervention group demonstrated greater improvement relative
to the comparison group over time. Like the approach used by Lauby
and colleagues (2000), Sikkema and colleagues also conducted analy-
ses adjusted for exposure to the intervention; however, the technique
they used was somewhat different. About three quarters of the cohort
residing in communities receiving the intervention reported attending
at least two of the risk-reduction workshops that were offered as part
of the overall intervention program. These women were compared to
the entire cohort of women residing in the comparison community.

Pawtucket Heart Health Program

The Pawtucket Heart Health Program (PHHP) used a research design
based on only a single intervention and a single comparison community
(Carleton, Lasater, Assaf, Feldman, & McKinlay, 1995). The unique
challenges inherent in such a restricted design were described by
Murray (1998) and included inflated probabilities of systematic bias
due to local history, differential maturation, and contamination. The
PHHP supplemented the nested cross-sectional design with a nested
cohort design.

Minnesota Heart Health Program

Like the PHHP, the Minnesota Heart Health Program (MHHP) also
used a nested cohort design to supplement a nested cross-sectional
design (Luepker et al., 1994). Unlike the PHHP, the MHHP used three
matched pairs of communities. The intervention was initiated in a
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lagged fashion (that is, starting dates were staggered) across the three
intervention cities, allowing for several baseline data collection points
(thus allowing for improved precision in statistical analyses). Cohort
surveys were conducted 2 years after the starting the intervention for
one half of the cohort members, and 4 years after starting for the
remaining half of the cohort.

A Community-Level HIV Prevention Program for Gay Men

Design. Kelly and colleagues (1997) selected 16 small U.S. cities for
a two-phase project; however, the project was not completed in eight
of the cities that comprised phase two of the project. Although the
project was implemented in all 16 cities, practical issues led to failure
of the study and inability to implement phase two appropriately. The
published trial results focused on eight cities, two in each of four states,
which were randomized to a control or intervention condition by state.
Paired cities were geographically isolated from each other, preventing
problems with site contamination.

At least five nested cross-sectional surveys of men attending one
of several gay bars were conducted 2 months before the intervention
and 12 months after the intervention. Surveys were conducted during
3 consecutive nights and excluded men in long-term monogamous
relationships. If the men completed more than one survey, data analysis
was based only on the first survey completed.

The intervention was also conducted in gay bars. Gay bars in inter-
vention cities displayed and distributed printed HIV prevention mes-
sages. In addition, these bars became venues for dissemination of
prevention messages delivered by trained peer leaders (peer opinion
leader model). In the control cities, only the printed HIV prevention
messages were utilized in the gay bars.

Analysis. City-level and individual-level analyses were conducted.
Dependent measures were assessed by self-report, using a recall
period of 6 months. These included frequency of unprotected anal sex,
the proportion of those surveyed reporting any unprotected anal sex,
the percent of condom use during anal sex, and the number of anal
sex partners. To validate the self-reported measures, the adjusted
percent of free condoms taken from bars was also assessed. Regres-
sion techniques were used to detect condition by time interactions for
the city-level outcome data.
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Two similar studies have been conducted. Kelly and colleagues
(1992) assessed the effects of a similar intervention using peer leaders.
Similar to Kelly (1997), this study found reductions in unprotected anal
sex and increases in condom-protected anal sex among gay men
attending bars. This study took place in three small cities; however,
each city received the intervention. The experiment was controlled by
using a sequential stepwise lagged design; that is, the intervention
was introduced by turn in each of the three cities with the second
and third cities serving as controls for the city preceding them. This
procedure involved five cross-sectional survey waves, with the inter-
vention being provided to city one after wave two; to city two after
wave three; and to city three after wave four (Table 9.2). Thus, the
design was capable of detecting intervention effects as the interven-
tions were sequentially administered. Because all three cities received
the intervention, randomization was not necessary.

Another study similar to the one reported by Kelly and colleagues
(1997) was reported by Kegeles, Hayes, and Coates (1996): The
Mpowerment Project. The unit of analysis was the individual, and the
unit of randomization was the community. Unlike the 1997 study by
Kelly and colleagues, the Mpowerment Project used a nested cohort
design. In this design, a sample of gay men from the intervention
community and the comparison community were recruited separately

TABLE 9.2 Schematic of the Sequential Stepwise Lagged Design
Used by Kelly and Colleagues

Procedure

Baseline survey
Baseline survey
Intervention
Follow-up survey
Intervention
Follow-up survey
Intervention
Follow-up survey

City 1

X
X
X
X

X

X

City

City 2

X
X

X
X
X

X

City 3

X
X

X

X
X
X

Note: X = administration of survey/intervention
Three months elapsed between administration periods, and the period of recall for dependent
measures was 2 months.
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and prior to starting the intervention program. The intervention lasted
8 months. Four months after concluding the intervention members of
each cohort were asked to complete follow-up surveys. Retention was
65% in the intervention community and 88% in the comparison
community.

Project COMMIT: An Anti-Smoking Program

Design. The Community Intervention Trial for Smoking Cessation
(COMMIT) was a 4-year intervention conducted in randomly assigned
cities within 11 matched city-pairs. The design was a combination of
nested cross-sectional surveys and nested cohort surveys. Unlike other
projects targeting multiple risk factors, COMMIT was designed specifi-
cally to encourage people to quit smoking, particularly heavy smokers.
All surveys were conducted by telephone. Although cohort members
were contacted annually by phone, only data from the prevalence
survey conducted after conclusion of the intervention were used to
test the primary study hypothesis. A portion of the cohort (80%) was
randomly selected for follow-up relative to rates of smoking cessation.
The remaining 20% provided a process evaluation of the intervention
(e.g., awareness of, and participation in, program activities, recognition
of smoking as a public health issue, and change in the social acceptabil-
ity of smoking).

Analysis. Only community-level analyses were conducted. The mean
of all possible pair-wise community differences in the dichotomous
outcome was used to establish a significance level for hypothesis
testing (known as a permutation test). One-sided permutation tests
and corresponding 90% confidence intervals were used to test the
study hypothesis. Two different procedures were used to account for
missing data, with each yielding similar results. In addition, associations
between quitting and level of intervention exposure were quantified,
and logistic regression was used to adjust for possible confounders
that were included in the regression models as covariates. This analytic
procedure as applied in COMMIT has been advocated and described
as being robust in publications by Green (1997), Green and colleagues
(1995), and Koepsell and colleagues (1995).
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EFFECTIVENESS OF COMMUNITY-LEVEL INTERVENTIONS

General Observations

Generally speaking, individual-level intervention trials are tightly con-
trolled, methodologically rigorous studies designed to evaluate whether
a given intervention is efficacious in reducing health risk behaviors
(e.g., smoking). This level of rigor, however, is not a practical objective
in the context of community-level trials. Nonetheless, there is an advan-
tage to this lack of rigor in that the study conditions are more representa-
tive of a real-world experience. Thus, findings from community-level
trials are much more likely than those from individual-level trials to
represent the true effect on the target population. It is important to note
that even small effects observed from community-level interventions
can translate into clinically significant improvements for the community
as a whole.

The following discussion of effectiveness for various community-
level trials (trials already presented in this chapter) is organized by
interventions targeting multiple risk behaviors versus those targeting
single risk behaviors. As might be expected, successful outcomes are
more common with the latter than with the former.

Effectiveness of Projects Targeting Multiple Risk Behaviors

The AIDS Community Demonstration Projects (ACDP) produced some
promising indicators that community-level interventions can reduce the
frequency of various HIV-risk behaviors within an entire population.
Using the community as the level of analysis, change in mean stage-
of-change (SOC) scores did not vary by assignment of community to
condition in regards to a key behavioral objective (use of bleach kits).
However, using the individual as the level analyses indicated that those
exposed to the intervention had higher SOC scores than those not
exposed.

At the final survey wave, increases in mean SOC scores for condom
use with a main partner were greater for the intervention as opposed
to the comparison communities. Increases in mean SOC community
scores for condom use with non-main partners were greater for inter-
vention as opposed to comparison communities. Individual-level analy-
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ses showed those exposed to the intervention had higher SOC scores
for condom use with main and non-main partners. Condom carrying
was more common in intervention communities, at both the community
and individual level.

Of note, although the ACDP did not produce significant community-
level findings for the use of bleach kits, Rietmeijer and colleagues
(1996) found increased use of bleach kits among members of an inter-
vention community in contrast to a comparison community using a
nested cross-sectional design.

The 18-city community-level HIV prevention program for women
reported by Sikkema and colleagues (2000) showed some promising
results. The percent of women reporting any unprotected sex in the
past two months declined from 50% to 38% among women in the
intervention communities. Likewise, women living in intervention com-
munities reported more frequent use of condoms.

Community-level intervention targeting gay men living in small cities
and at risk of HIV have also shown some promising results (Kegeles
et al., 1996; Kelly et al., 1992, 1997). For example, in the multiple-city
study reported by Kelly and colleagues (1997), significant reductions
in unprotected anal sex and increases in condom-protected anal sex
were observed for the intervention cities as compared to the control
cities. Differences were not found for the number of sexual partners.
Of importance, significantly more condoms were distributed in the inter-
vention cities, supporting the validity of the self-reported outcome data.

Findings reported by Kelly and colleagues (1992) and Kegeles and
colleagues (1996) add to the weight of evidence that community-level
approaches may be an effective method of reducing HIV risk among
gay men attending gay bars on a regular basis. In each study significant
declines in unprotected anal sex were observed among members of
the intervention community, but not among members of the comparison
community. Studies did not show significant decreases in the number
of sexual partners.

Three large-scale intervention trials have been conducted to deter-
mine if community-level interventions can reduce severity of assessed
risk factors for heart disease and reduce actual heart disease morbidity
and mortality. The Stanford Five-City Project produced mixed findings
(see chapter 10). As opposed to people surveyed in comparison cities,
those interviewed or assessed in the intervention cities maintained
improvements in blood pressure. In addition, individuals in the interven-
tion cities maintained or demonstrated a decrease in coronary-heart-
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disease-related morbidity and mortality after the intervention, whereas
those in the comparison cities leveled out or experienced increased
levels of coronary-heart-disease-related morbidity and mortality. Com-
pared to the intervention condition, individuals in the comparison cities
experienced greater postintervention gain in CHD-prevention knowl-
edge, greater postintervention decline in prevalence of smoking, and
greater declines in body mass index (Fortmann et al., 1995; Winkleby,
Taylor, Jatulis, & Fortmann, 1996).

Unfortunately, findings from the PHHP provided only weak evidence
of an intervention effect. Null findings may be attributable to the low
statistical power inherent in community-level analyses, particularly
when only one community receives the intervention (Murray, 1998).
Findings from the Minnesota Heart Health Program also failed to ob-
serve an intervention effect (Luepker et al., 1994).

Effectiveness of Projects Targeting Single Behaviors

Project COMMIT (COMMIT Research Group, 1995a, 1995b) showed
that a community-level intervention could produce significant declines
in the number of community members who originally reported light to
moderate cigarette use. These findings were consistent between the
cross-sectional data and the cohort data. Extended analyses revealed
a correlation between level of exposure to the intervention activities
and quitting cigarette use. However, the intervention did not impact
those who originally reported heavy use of cigarettes.

The Prevention of HIV in Women and Infants Demonstration Project
(WIDP) examined change in condom use behaviors. Evaluation of
WIDP indicated that women in the intervention communities were more
likely than women in comparison communities to report increased effort
to persuade their main partners to use condoms. In addition, women
in the intervention communities were more likely to report talking about
condom use with their main partners. A marginal intervention effect
was observed indicating that women in the intervention communities
were more likely to report any use of condoms. Intervention effects on
condom use for women in relationships with casual partners were
not found. Subgroup analyses that included women exposed in the
intervention communities and not inadvertently exposed in the compari-
son communities (no contamination) revealed that women in the inter-
vention communities were more likely than those in the comparison
communities to increase their efforts to persuade casual partners to
use condoms.
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Caveats to Interpreting Findings From Community
Intervention Trials

Community-level designs and their respective analytic methods may
overrepresent or underrepresent effectiveness of the intervention.
Thus, several factors should be considered after the analyses show
either significant or nonsignificant results. Some of the more important
factors follow:

1. In nested cohort designs, findings may be biased by differ-
ences between the cohort and the community represented by the
cohort. This may be particularly likely when cohort participation rates
are low and attrition rates are high, creating a bias. Consequently,
findings may not be representative of the communities (Blumenthal,
Sung, Williams, Liff, & Coates, 1995).

2. Assessed endpoints in community-level trials may underrep-
resent the effectiveness of the intervention. Endpoints such as blood
pressure, body mass index, and cardiovascular morbidity and mortal-
ity may not capture the full range of behavior change in a population.
Each of these endpoints is influenced by genetic factors and histori-
cal factors that predispose to CHD and may not be amenable to
change. Thus, null findings may not represent lack of behavior
change. Utilizing changes in risk behaviors (i.e., diet, smoking) rather
than strictly relying on changes in biological outcomes (i.e., CHD)
may better reflect intervention effectiveness (Fishbein, 1996).

Efficient indicators of program success may be as simple as the
amount of fresh fruits and vegetables purchased in a community
that is receiving a nutrition enhancement program, the number of
condoms purchased in a community that is receiving an HIV preven-
tion program, or the number of restaurants developing nonsmoking
policies in a community that is receiving a tobacco use prevention
program (Koepsell et al., 1995).

3. Community-level interventions that designate the individual
as the unit of analysis may thereby overrepresent their findings. A
basic statistical principle is that the unit of randomization is usually
the unit of analysis. Community-level intervention trials should be
designed with enough power to detect even small effect sizes using
the community as the unit of analysis. Power is increased by (a)
adding more communities, (b) ensuring similarity across communi-
ties, (c) designing effective intervention strategies tailored to very
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specific and achievable endpoints, and (d) using one-tailed signifi-
cance tests (a procedure commonly practiced in community-level
analysis).

SUMMARY

Community-level health promotion programs hold great promise for
significantly impacting morbidity and mortality. However, though these
interventions may be more efficacious and cost-effective relative to
traditional individual-level intervention strategies, a number of thorny
methodological hurdles must be surmounted to evaluate these pro-
grams. There is an overriding need for methodological rigor to ade-
quately evaluate community-level programs. Thus, though the potential
for community-level health promotion interventions is substantial, we
must countenance the methodological challenges to demonstrate that
community-level programs can positively impact the adoption and main-
tenance of health-protective behaviors, attitudes, norms, and beliefs.
Only with a coordinated and systematic research agenda can we hope
to isolate and quantify the positive health impact of community-level
programs.

REFERENCES

Acevedo-Garcia, D. (2001). Zip code-level risk factors for tuberculosis: Neighbor-
hood environment and residential segregation in New Jersey, 1985-1992.
American Journal of Public Health, 91, 734-741.

Azjen, I., & Fishbein, M. (1980). Understanding attitudes and predicting social
behavior. Englewood Cliffs, NJ: Prentice-Hall.

Bandura, A. (1977). Self-efficacy: Toward a unifying theory of behavioral change.
Psychological Review, 84(2), 191-215.

Bandura, A. (1997). Self-efficacy: The exercise of control. New York: Freeman.
Blumenthal, D. S., Sung, J., Williams, J., Lift, J., & Coates, R. (1995). Recruitment

and retention of subjects for a longitudinal cancer prevention study in an inner-
city Black community. Health Services Research, 30, 197-205.

Breslow, L. (1999). From disease prevention to health promotion. Journal of the
American Medical Association, 281, 1030-1033.

Carleton, R. A., Lasater, T. M., Assaf, A. R., Feldman, H. A., & McKinlay, S. (1995).
The Pawtucket Heart Health Program: Community changes in cardiovascular
risk factors and projected disease risk. American Journal of Public Health,
85, 777-785.



194 METHODS

Cassel, J. (1964). Social science theory as a source of hypotheses in epidemiologi-
cal research. American Journal of Public Health, 54, 1482-1488.

Centers for Disease Control and Prevention. (1999a). Compendium of HIV preven-
tion interventions with evidence of effectiveness. Atlanta, GA: Department of
Health and Human Resources.

Centers for Disease Control and Prevention. (1999b). CDC AIDS Community
Demonstration Projects Research Group. Community-level HIV intervention in
5 cities: Final outcome data from the CDC AIDS Community Demonstration
Projects. American Journal of Public Health, 89, 336-345.

Cohen, D. A., Scribner, R. A., & Farley, T. A. (2000). A structural model of health
behavior: A pragmatic approach to explain and influence health behaviors at
the population level. Preventive Medicine, 30(2), 146-154.

Cohen, D., Spear, S., Scribner, R., Kissinger, P., Mason, K., & Wildgen, J. (2000).
"Broken windows" and the risk of gonorrhea. American Journal of Public Health,
90, 230-236.

COMMIT Research Group. (1995a). Community Intervention Trial for Smoking
Cessation (COMMIT): I. Cohort results from a four-year community intervention.
American Journal of Public Health, 85, 183-192.

COMMIT Research Group. (1995b). Community Intervention Trial for Smoking
Cessation (COMMIT): II. Changes in adult cigarette smoking prevalence. Ameri-
can Journal of Public Health, 85, 193-200.

Crosby, R. A., DiClemente, R. J., Wingood, G. M., Harrington, K., Davies, S. L,
Hook, E. W., et al. (2002). African American adolescent females' membership
in community organizations is associated with STD/HIV-protective behaviors:
A prospective analysis. Journal of Epidemiological Community Health.

Crosby, R. A., DiClemente, R. J., Wingood, G. M., Harrington, K., Davies, S. L, &
Malow, R. (2002). African American adolescent females' membership in social
organizations is associated with protective behavior against HIV infection. Eth-
nicity and Disease, 12, 186-189.

DiClemente, C. C., & Prochaska, J. O. (1998). Toward a comprehensive, transtheo-
retical model of change: Stages of change and addictive behaviors. In W.
R. Miller & N. Heather (Eds.), Treating addictive behaviors applied clinical
psychology (2nd ed., pp. 3-24). New York: Plenum Press.

Diez-Roux, A. V., Nieto, F. J., Muntaner, C., Tyroler, H. A., Comstock, G. W.,
Shahar, E., et al. (1997). Neighborhood environments and coronary heart dis-
ease: A multilevel analysis. American Journal of Epidemiology, 746(1), 48-63.

Emmons, K. M. (2000). Health behaviors in a social context. In L. F. Berkman &
I. Kawachi (Eds.), Socialepidemiology(pp. 242-266). New York: Oxford Univer-
sity Press.

Farquhar, J. W. (1978). The community-based model of life style intervention trials.
American Journal of Epidemiology, 108(2), 103-111.

Fishbein, M. (1996). Editorial: Great expectations, or do we ask too much from
community-level interventions? American Journal of Public Health, 86, 1075-
1076.

Fortmann, S. P., Flora, J. A., Winkleby, M. A., Schooler, C., Taylor, C. B., &
Farquhar, J. W. (1995). Community intervention trials: Reflections on the Stan-
ford Five-City Project. American Journal of Epidemiology, 142, 576-586.



Community Intervention Trials 195

Friedman, S. R., Perils, T.t & Des Jarlais, D. C. (2001). Laws prohibiting over-the-
counter syringe sales to injection drug users: Relations to population density,
HIV prevalence, and HIV incidence. American Journal of Public Health, 91,791-
793.

Garrett, L. (1994). The coming plague: Newly emerging diseases in a world out
of balance. New York: Farrar, Straus & Giroux.

Green, S. B.( 1997). The advantages of community-randomized trials for evaluating
lifestyle modification. Controlled Clinical Trials, 18, 506-513.

Green, S. B., Corle, D. K., Gail, M. H., Mark, S. D., Pee, D., Freedman, L. S., et
al. (1995). Interplay between design and analysis for behavioral intervention
trials with community as the unit of randomization. American Journal of Epidemi-
ology, 142, 587-593.

Hennekens, C. H., & Buring, J. E. (1987). Epidemiology in medicine. Boston:
Little, Brown.

Holtgrave, D. R., Crosby, R. A., DiClemente, R. J., Wingood, G. M., & Gayle, J.
A. (2002). Social capital as a predictor AIDS cases, STD rates and adolescent
sexual risk behavior prevalence: A state-level analysis, U.S.A., 1999. Presented
at the XIV International AIDS Conference, Barcelona, Spain. Abstract published
in conference proceedings (abstract no. THOrD1493).

Kaplan, G. A., Pamuk, E. R., Lynch, J. W., Cohen, R. D., & Balfour, J. L. (1996).
Inequality in income and mortality in the United States: Analysis of mortality
and potential pathways. British Medical Journal, 312, 999-1003.

Kawachi, I., Kennedy, B., & Glass, R. (1999). Social capital and self-rated health:
A contextual analysis. American Journal of Public Health, 89, 1187-1193.

Kawachi, I., Kennedy, B., Lochner, K., & Prothrow-Stith, D. (1997). Social capital,
income inequality, and mortality. American Journal of Public Health, 87, 1491-
1498.

Kegeles, S. M., Hays, R. B., & Coates, T. J. (1996). The Mpowerment project: A
community-level HIV prevention intervention for young gay men. American
Journal of Public Health, 86, 1129-1136.

Kelly, J. A., Murphy, D. A., Sikkema, K. J., McAuliffe, T. L., Roffman, R. A., Solomon,
L. J., et al. and the Community HIV Prevention Research Collaborative. (1997).
Randomised, controlled, community-level HIV-prevention intervention for sex-
ual-risk behaviour among homosexual men in US cities. The Lancet, 350,1500-
1504.

Kelly, J. A., St. Lawrence, J., Stevenson, Y., Hauth, A. C., Kalichman, S. C.,
Diaz, Y. E., et al. (1992). Community AIDS/HIV risk reduction: The effects of
endorsements by popular people in three cities. American Journal of Public
Health, 82, 1483-1489.

Koepsell, T. D., Diehr, P. H., Cheadle, A., & Kristal, A. (1995). Invited commentary:
Symposium on community intervention trials. American Journal of Epidemiol-
ogy, 142, 594-598.

Kreuter, M. W.,& Lezin, N. A. (2002). Social capital theory: Implications for commu-
nity-based health promotion. In R. J. DiClemente, R. A. Crosby, & M. C. Kegler
(Eds.), Emerging theories in health promotion practice and research (pp. 228-
254). San Francisco: Jossey-Bass/Wiley.



196 METHODS

Lauby, J. L, Smith, P. J., Stark, M., Person, B., & Adams, J. (2000). A community-
level HIV prevention intervention for inner-city women: Results of the Women
and Infants Demonstration Projects. American Journal of Public Health, 90,216
222.

Link, B. G., & Phelan, J. (1995). Social conditions as fundamental causes of
disease [Special issue]. Journal of Health and Social Behavior, 80-94.

Luepker, R. V., Murray, D. M., Jacobs, D. R., Mittlemark, M. B., Bracht, N., Carlaw,
R., et al. (1994). Community education for cardiovascular disease prevention:
Risk factor changes in the Minnesota Heart Health Program. American Journal
of Public Health, 84, 1383-1393.

Lynch, J. W., Kaplan, G. A., Pamuk, E. R., Cohen, R. D., Heck, K. E., Balfour, J.
L., et al. (1998). Income inequality and mortality in metropolitan areas of the
United States. American Journal of Public Health, 88, 1074-1080.

McKinlay, J. B. (1974). A case for refocusing upstream: The political economy of
illness. In P. Conrad & R. Kern (Eds.), The sociology of health and illness:
Critical perspectives (3rd ed., pp. 502-516). New York: St. Martin's Press.

McLeroy, K. R., Bibeau, D., Sleekier, A., & Glanz, K. (1988). An ecological perspec-
tive on health promotion programs. Health Education Quarterly, 15, 351-377.

Murray, D. M. (1995). Design and analysis of community trials: Lessons from the
Minnesota Heart Health Program. American Journal of Epidemiology, 142,569-
575.

Murray, D. M. (1998). Design and analysis of group-randomized trials. New York:
Oxford University Press.

O'Campo, P., Xue, X., Wang, M., & Coughy, M. O. (1997). Neighborhood risk
factors for low birth weight in Baltimore: A multilevel analysis. American Journal
of Public Health, 57, 1113-1118.

Prochaska, J. O., DiClemente, C. C., Velicer, W. F., & Rossi, J. S. (1993). Standard-
ized, individualized, interactive, and personalized self-help programs for smok-
ing cessation. Health Psychology, 12, 399-405.

Putnam, R. D. (2000). Bowling alone: The collapse and revival of American commu-
nity. New York: Touchstone.

Ramirez-Valles, J., Zimmerman, M. A., & Newcomb, M. D. (1998). Sexual risk
behavior among youth: Modeling the influence of prosocial activities and socio-
economic factors. Journal of Health and Social Behavior, 39, 237-253.

Rietmeijer, C. A., Kane, M. S., Simons, P. Z., Corby, N. H., Wolitski, R. J., Higgins,
D. L., et al. (1996). Increasing the use of bleach and condoms among injecting
drug users in Denver: Outcomes of a targeted, community-level HIV prevention
program. AIDS, 10, 291-298.

Robert, S. A. (1998). Community-level socioeconomic status effects on adult health.
Journal of Health and Social Behavior, 39(1), 18-37.

Rogers, E. M. (1995). Diffusion of innovations (4th ed.). New York: Free Press.
Rose, G. (1985). Sick individuals and sick populations. International Journal of

Epidemiology, 74(1), 32-38.
Rose, G. (1992). The strategy of preventive medicine. New York: Oxford Univer-

sity Press.



Community Intervention Trials 197

Runyan, D. K., Hunter, W. M., Socolar, R. R., Amaya-Jackson, L, English, D.,
Landsverk, J., et al. (1998). Children who prosper in unfavorable environments:
The relationship to social capital. Pediatrics, 101, 12-18.

Schinke, S. P., Orlandi, M. A., & Cole, K. C. (1992). Boys and girls clubs in
public housing developments: Prevention services for youth at risk. Journal of
Comparative Psychology, 28, 118-128.

Sikkema, K. J., Kelly, J. A., Winett, R. A., Solomon, L. J., Cargill, V. A., Roffman,
R. A., et al. (2000). Outcomes of a randomized community-level HIV prevention
intervention for women living in 18 low-income housing developments. American
Journal of Public Health, 90, 57-63.

Susser, M., & Susser, E. (1996). Choosing a future for epidemiology: Eras and
paradigms. American Journal of Public Health, 86, 668-673.

Sweat, M. D., & Denison, J. A. (1995). Reducing HIV incidence in developing
countries with structural and environmental interventions. AIDS, 9(Suppl. A),
S251-S257.

Syme, S. L. (1996). Rethinking disease: Where do we go from here? Annals of
Epidemiology, 6, 463-468.

Winkleby, M. A., Taylor, C. B., Jatulis, D., & Fortmann, S. P. (1996). The long-
term effects of a cardiovascular disease prevention trial: The Stanford Five-
City Project. American Journal of Public Health, 86, 1773-1779.



This page intentionally left blank 



Chapter 10

CARDIOVASCULAR RISK-
REDUCTION COMMUNITY

INTERVENTION TRIALS

Sharon K. Davis

B eginning in the early 1970s, conventional wisdom guided by
theoretical concepts and new scientific information ushered in
a new wave of community-based randomized controlled trials

designed to comprehensively lower multiple behavioral risk factors
associated with the onset of cardiovascular disease; these included
the Stanford Five-City Project (Farquhar, Fortmann, Maccoby, et al.,
1985), the Minnesota Heart Health Program (Blackburn, Luepker, Kline,
et al., 1984) and the Pawtucket Heart Health Program (Carleton, La-
sater, Assaf, Lefebre, & McKinlay, 1987). These were investigator-
initiated research and demonstration studies that included different
aspects of health-promotion education as the primary intervention tool
delivered through multiple channels. Various iterations have emerged
over the past 35 years; however, the basic premise remains the same:
Risk reduction intervention at the community-level will create a diffusion
effect that will positively alter individual and subsequent community
health by lowering the overall incidence of heart attacks and strokes.

The first generation of community-based intervention trials were
large in scope and long term in duration, ranging from 10 to 14 years
(Stone, 1991). Each adopted a clinical trial approach with community
randomization assignments to treatment and control groups. The incon-
gruent nature of this quasi-experimental design precluded the ability
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of investigators to create a truly "controlled" environment, which in large
part contributed to unavoidable modest or negative results (Carleton,
Lasater, Assaf, et al., 1995; Farquhar, Fortmann, Flora, et al., 1990;
Luepker, Murray, Jacobs, et al., 1994). Despite less-than-anticipated
outcomes, lessons learned from these initial intervention studies helped
shape the development of subsequent, more successful second-gener-
ation projects with implications gleaned for a potentially new wave of
targeted community intervention trials. The objective of this chapter is
to provide insights regarding conceptual and methodological issues
associated with community-based cardiovascular disease risk-reduc-
tion intervention trials by discussing (a) the historical context that con-
tributed to the development and implementation of such studies in
the United States, (b) key components of first-generation trials and
adaptation of second-generation iterations, and (c) implications for
future directions.

HISTORICAL BACKGROUND

All social change, including that related to public health, is rooted in,
and influenced by, public policy decisions. So, too, was the case for
a community-wide approach to the primary prevention of cardiovascular
disease in the United States. The following discussion illustrates this
point.

In 1900, as illustrated in chapter 1 at Table 1.1, the top three causes
of death in the United States were infectious diseases (pneumonia and
influenza, tuberculosis, diarrhea and enteritis) with disease of the heart
following fourth. Fifty years later, diseases of the heart and stroke had
shifted upward in rank to the first and third leading causes of death,
respectively, and have continually maintained these positions. The
National Heart, Lung, and Blood Institute (NHLBI) convened a task
force in the late 1950s to ascertain the etiology associated with the
epidemic shift in cardiovascular disease (White, Sprague, & Stamler,
1959). Evidence suggested an association with post-World War II
increases in adverse health behaviors, including high-fat diets and
smoking that lead to obesity, elevated blood cholesterol, and elevated
blood pressure. Policy decisions were made to allocate funds to the
development of an observational population-based epidemiologic
study—the Framingham Heart Study—designed to determine the
pathogenesis and prospects for early detection of cardiovascular dis-
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ease. Evidence derived from this study established a scientific link
between adverse lifestyle behaviors and the etiology of heart attacks
and strokes (Feinleib, 1996).

Based on these findings, initial funds were allocated to the U.S.
Veterans Administration, health care system during the 1960s to inter-
vene on high-risk individuals using a medical model (Veterans Adminis-
tration [VA], Cooperative Study Group, 1967). Research findings
demonstrated the efficacy of intervening on single risk factors such as
high blood pressure. A subsequent policy decision by the NHLBI Task
Force recommended the initiation of intervention trials designed to
comprehensively address multiple risk factors. The clinic-based Multi-
ple Risk Factor Intervention Trial (MRFIT) was funded in 1972 and
was based on a traditional individual-level medical model. Like the VA
trials, it was focused on individuals and was not designed to address
primary prevention or reduction of adverse lifestyle risk factors on a
population-wide basis. Intervention results proved somewhat favorable
but, not surprisingly, were less effective in terms of addressing excess
cardiovascular risk at the community level (MRFIT Research Group,
1982).

Funded in 1970, the Stanford Three-Community Study was the first
prototype in the United States designed to measure and demonstrate
the effectiveness of a multiple cardiovascular-disease risk-reduction
community-education intervention trial. Two years of research demon-
strated significant net improvements in the reduction of plasma choles-
terol levels, blood pressure levels, and smoking rates in intervention
cities over control cities (Farquhar, Maccoby, Wood, et al., 1977).
Positive findings from this study, coupled with results from the similarly
designed North Karelia intervention trial in Finland (Puska, Tuomi-
lehto, & Salonen, 1981), were the catalyst for the NHLBI Task Force
to recommend broader, long-term U.S. research and demonstration
projects designed to comprehensively field-test the effectiveness of
educational interventions on multiple-risk-factor reduction at the com-
munity level (Stone, 1991). Three projects were subsequently funded
in different regions of the country.

First-Generation Community-Based Intervention Trials

Funded in 1978, the Stanford Five-City Project evolved from the initial
Three-City Community Project and included two intervention cities and
two control cities. In a third city, investigators monitored changes in
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heart attack and stroke morbidity and mortality but did not conduct
surveys as in the other two control cities. The cities were located in
northern California (Farquhar et al., 1985). The Minnesota Heart Health
Program, the largest of the three, was funded in 1980 and included
three intervention cities and three control cities located in Minnesota
and the Dakotas (Blackburn et al., 1984). The Pawtucket Heart Health
Program, also funded in 1980, included one intervention city in Rhode
Island and one control city in Massachusetts (Carleton et al., 1987).

CONCEPTUAL AND THEORETICAL DESIGN

The establishment of the link between cardiovascular disease and
potentially preventable risk factors was the stimulus to field-test pro-
grams designed to demonstrate the ability of broad-based health edu-
cation strategies to arrest negative health behaviors at the community
level. Based on this unifying premise, all three studies addressed risk
reduction through the prevention of cigarette smoking, elevated blood
pressure, high-fat diet, obesity, and physical inactivity, using the dis-
semination of health education information as the intervention. The
intervention was long term, lasting from 5 to 8 years, and included
multiple channels of communication, from print and electronic media to
interpersonal direct methods. Each project included a multidisciplinary
research team of individuals with backgrounds in medicine, public
health, communication, nutrition, exercise physiology, and psychology.

The design of these first-generation studies was based on an amal-
gam of theoretical social-learning paradigms, including community-
health education, infused with community mobilization and activation,
social marketing, and diffusion of innovation (Shea & Basch, 1990). It
was assumed that personal health behavior was the overriding influ-
ence that contributed to the development of cardiovascular disease
and that the combination of these elements, with health education as
the core, would be an effective primary intervention tool with which to
modify risk behaviors within communities. The overriding hypothesis
was that exposure to risk-reduction education would result in risk modifi-
cation at the individual level with a dose-response effect, thus ameliorat-
ing multiple risk factors at the community level and leading to a
reduction of cardiovascular morbidity and mortality.

Each project included a research design that called for randomization
of communities to treatment or control groups, matched on size and
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demographic composition and with nonoverlapping media boundaries.
The general premise was that the concentration of preventive efforts on
high-risk adults through the traditional medical model, such as MRFIT,
would not capture youth and young adults who may exhibit risky behav-
iors that ultimately would contribute to excess risk at the community
level (MRFIT Research Group, 1982). It was theorized that a broader
public health approach would be more effective in that all ages and
segments of the target community would be exposed to sustained
intervention over a prolonged period of time. In addition, unlike the
individual-based medical model, the primary aim of this broader popula-
tion-based approach was to prevent or reduce adverse health behav-
iors that contributed to heart attack and stroke, rather than to treat the
cardiovascular events after they occurred.

Formative evaluation—that is, evaluation conducted during the proj-
ect in order to improve the project's methods—was an integral part of
the overall evaluation. The evaluation of intervention effects was based
on cross-sectional and cohort surveys among a random sample of
individuals within a given household who ranged in age from 12 to 74
years. Surveys were conducted in both treatment and control communi-
ties in each of the projects with differing intervals for repeat measures.
Changes in morbidity and mortality were also assessed through epide-
miologic surveillance of fatal and nonfatal heart attacks and strokes in
treatment and control communities. Annual budgets ranged from $1
million to $1.5 million throughout the duration of each project (Good-
man, Wheeler, & Lee, 1995).

Methodological Issues

Despite the thoughtful nature of these well-conducted, rigorous trials,
each produced modest or negative outcome results (Winkleby, 1994).
Strong favorable secular increases in health knowledge and declines
in smoking, blood pressure, and physical inactivity, for instance, were
observed in the Stanford Project for both the treatment cities and the
control cities, thus precluding the ability to detect statistically significant
intervention effects (Farquhar et al., 1990). Results in the Minnesota
and Pawtucket studies were similar in terms of the distribution of secular
trends; findings were modest and within levels attributable to chance
when comparing differences between treatment communities and con-
trol communities (Carleton et al., 1995; Luepker et al., 1994). Findings
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for the Pawtucket study are shown in Table 10.1 and are representative
of the findings in each of these studies (the name of the comparison city
in this study was not revealed because of a confidentiality agreement).

There were several plausible factors that may have contributed to
the results observed in each of these community-based intervention
trials. Two were perhaps the most overriding: competing secular trends
and sample size associated with unit of analysis (Mittelmark, Hunt,
Heath, & Schmid, 1993). These are discussed below.

Competing Secular Trends

Critical analyses of the study findings have been published by commen-
tators and by the investigators (Feinlieb, 1996; Flora et al., 1995; Mur-
ray, 1995). It has been generally agreed that most of the targeted
variables did in fact improve; however, the net magnitude of change was
not statistically greater in the intervention communities when contrasted
with the control communities. Unlike the pure scientific confines of a
basic laboratory or clinical trial, community-based experimental re-
search has the unique challenge of "blinding" entire control communi-
ties in order to test an intervention that perversely competes with a
plethora of concurrent interventions offered by other, well-meaning
public health programs. Such was the experience of the initial NHLBI
community-intervention trials.

The "contaminating" health education messages that infiltrated con-
trol communities have been viewed as the chief cause of the weaker
than anticipated findings of the intervention projects (Mittelmark et
al., 1993). Indeed, the diffusion and acceleration of nationwide health
promotion messages to the general population began as early as 1964,
following the first Surgeon General's advisory report on smoking
("Smoking and Health," 1964). National and privately sponsored health
campaigns and policy initiatives designed to alter adverse lifestyle
health behaviors steadily increased during the 1970s and 1980s and
continued throughout the 1990s—starting with antismoking policies
(i.e., domestic airplane flights, cigarette warning labels, banned televi-
sion advertisements), followed by NHLBI's National High Blood Pres-
sure Education Program and the National Cholesterol Education
Program, to name a few (Lenfant, 1986; Lieberman Research, 1991;
NHLBI, 1973).

Beginning in the 1960s there were overall secular improvements in
levels of risk factor awareness coinciding with antismoking initiatives,
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TABLE 10.1 Characteristics of Respondents to Each of Six Cross-
Sectional Surveys of Citizens Aged 18 through 64 Years in Pawtucket
and the Comparison City

Note: From Carleton, Lasaler, Assaf, el al., 1995

Respondents,
no.

Response
rate %

Age y, mean
(SO)

Education >
12y, No. (%)

Median yearly
household
income, $

Resided > 4 y
in city, no. (%)

U.S. born,
no. (%)

Female,
no. (%)

City

Paw-
tucket

Compar-
ison

Paw-
tucket

Compar-
ison

Paw-
tucket

Compar-
ison

Paw-
tucket

Compar-
ison

Paw-
tucket

Compar-
ison

Paw-
tucket

Compar-
ison

Paw-
tucket

Compar-
ison

Paw-
tucket

Compar-
ison

1
(1981-
1982)

1,163

1,279

70

70

39.1
(13.9)
40.1
(14.2)

743
(64.8)
633

(49.8)

17,500

17,500

992
(85.5)
1,15

(90.3)

961
(82.6)
883

(69.1)

651
(56.0)
762

(59.6)

2
(1983-
1984)

1,360

1,439

67

68

39.3
(14.0)
39.4

(13.7)

888
(65.3)
777

(54.0)

22,500

17,500

1,149
(84.5)
1,337
(92.9)

1,104
(81.2)
1,002
(69.6)

795
(58.5)
854

(59.3)

3
(1985-
1986)

1,479

1,476

68

68

38.9
(13.9)
39.0

(13.4)

994
(67.2)
808

(54.8)

22,500

22,500

1,207
(81.6)
1,358
(92.0)

1,200
(81.1)
1,013
(68.6)

860
(58.1)
875

(59.3)

4
(1987-
1989)

1,460

1,493

68

67

39.1
(13.4)
38.9
(13.7)

1,029
(70.6)
907

(60.8)

27,500

22,500

1,188
(81.4)
1,377
(92.2)

1,151
(78.8)
1,022
(68.5)

794
(54.5)
861

(57.7)

5
(1990-
1991)

1,015

1,022

65

64

38.5
(13.4)
39.3

(13.6)

738
(72.9)
620

(60.8)

27,500

27,500

827
(81.5)
932

(91.2)

795
(78.3)
680

(66.5)

570
(56.2)
560

(54.8)

6
(1992-
1993)

1,052

1,023

68

70

38.7
(12.4)
39.6

(13.0)

744
(70.7)
580

(56.7)

27,500

27,500

843
(80.1)
956

(93.5)

796
(75.7)
671

(65.6)

614
(58.4)
598

(58.5)

Survey (Dates)
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with concomitant decreases in risk factor prevalence (Figure 10.1),
including those targeted in the three NHLBI intervention projects
(NHLBI, 1995). These observations support the idea that broad-based
health promotion campaigns may have unintentionally altered the antic-
ipated outcomes of the Stanford, Minnesota, and Pawtucket community
intervention trials as evidenced by similar variable improvements in
both treatment and control communities.

Unit-of-A nalysis

Relative sample size was another important methodological factor,
attributable to weak study findings stemming principally from the num-
ber of analytic units required to detect levels of statistical power. Unlike
controlled clinical trials, where an individual is randomly assigned,
the units of analysis in the three NHLBI studies were heterogeneous
communities, with units of comparison ranging from N = 1 to N = 3.
The average risk factor difference between treatment and control units
at the end of the studies was approximately 2%-5%. The power of
the design was consequently not sufficient to demonstrate statistical
significance. Larger units of analysis were initially deemed necessary

FIGURE 10.1 Trends in prevalence of risk factors, United States,
1960-1992.
Note: National Heart, Lung, and Blood Institute. Fact Book Fiscal Year 1994, National Insti-
tutes of Health, 1995
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by investigators; however, budgetary constraints precluded the inclu-
sion of additional communities.

The larger-scale 22-city, 4-year Community Intervention Trial for
Smoking Cessation (COMMIT) was designed in part to address this
problem (COMMIT, 1995a, 1995b). Eleven communities were randomly
assigned to smoking intervention and 11 communities were assigned
as controls. However, the results from this study were similarly modest
and failed to achieve expected outcomes, owing to secular issues that
eroded intervention effects as in the predecessor studies.

LESSONS LEARNED FOR FUTURE MODEL DEVELOPMENT

Despite the outcomes, much has been learned from the first wave of
community-based intervention trials. The studies demonstrated the
feasibility of implementing and conducting empirical health education
research at the community level. Moreover, these intervention trials
may have also contributed to the development of health-related policy
initiatives and other population-based programs that resulted in overall
improvements in the prevalence of risk factors in the general population.

Despite overall improvement in the last 40 years, not all segments
of society have benefited equally. Subgroups of the population—
particularly minorities and those who are poor—continue to experience
disproportionately high rates of risk factors, morbidity, and mortality.
Secular trends in levels of knowledge about risk factors associated
with cardiovascular disease have not corrected this disparity. This
pattern has been observed in the general U.S. population as well as
in the treatment and control communities of the NHLBI studies. A
pooled analysis of secular changes from 1980 through 1990 in acquired
risk-factor knowledge, perceived risk-reduction knowledge, and interest
in risk modification was conducted among respondents residing in
treatment and control communities in the Stanford Five-City Project
that participated in cross-sectional surveys in 1980, 1985, and 1990
(Davis, Winkleby, & Farquhar, 1995). There were significant overall
increases in levels of knowledge, with a high level of interest in risk
modification maintained over the decade (Figure 10.2). However, indi-
viduals with lower educational attainment experienced low to no im-
provements in levels of knowledge compared to improvements among
those with more years of education (Figure 10.3). Despite this trend,
the level of interest in risk modification remained equally high among
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FIGURE 10.2 Overall trends over time in acquired cardiovascular
disease risk factor knowledge, perceived risk reduction knowledge,
and risk modification interest, Stanford Five-City Project, 1980-1990.
Note: Reprinted from the American Journal of Preventive Medicine, Volume II, by S. K. Davis,
M. A. Winkleby, & J. W. Farquhar, Increasing disparity in knowledge of cardiovascular
disease risk (actors and risk reduction strategies by socioeconomic status: Implications lor
policymakers, pp. 318-323. Copyright, 1995. With permission from the American Journal ol
Preventive Medicine Inc.

FIGURE 10.3 Trends over time by level of education in acquired
cardiovascular disease risk factor knowledge, perceived risk reduc-
tion knowledge, and risk modification interest, Stanford Five-City
Project, 1980-1990.
Note: Reprinted Irom the American Journal of Preventive Medicine, Volume II, by S. K. Davis,
M. A. Winkleby, & J. W. Farquhar, Increasing disparity in knowledge of cardiovascular
disease risk factors and risk reduction strategies by socioeconomic status: Implications for
policymakers, pp. 318-323. Copyright, 1995. With permission from the American Journal of
Preventive Medicine Inc.
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respondents, regardless of the level of education. This suggests that
health education may not have been effective in penetrating all seg-
ments of the community.

A similar pattern is also present in terms of secular trends in the
distribution and prevalence of cardiovascular disease risk factors. Fig-
ure 10.1 depicts overall declines in the prevalence of cigarette smoking
in the general U.S. population (NHLBI, 1995). Although improvement
has occurred over time, the prevalence of cigarette-smoking African
American men remains higher than in White men (NHLBI, 2000). Hyper-
tension also remains significantly higher in African American men and
women when compared to other racial and ethnic groups (NHLBI,
2000). Heart attack and stroke incidence and mortality parallel these
observations (NHLBI, 2000).

In summary, subsequent community-based intervention trials should
be modeled on lessons learned from first-generation studies but scaled
down and targeted to discrete population subgroups within community
neighborhoods that exhibit higher prevalence rates of modifiable risk
factors.

SECOND-GENERATION COMMUNITY-BASED
INTERVENTION TRIALS

Unlike their predecessors, smaller second-generation community trials
on heart attack and stroke prevention report positive outcomes. More-
over, net effects are being achieved with a reduced budget and shorter
duration to intervention exposure. The investigator-initiated Bootheel
Heart Health Project provides such an example. This project was imple-
mented in 6 counties in Missouri and used exercise groups, heart-
healthy cooking demonstrations, and several risk-reduction education
components as interventions (Brownson et al., 1996). Study subjects
were exposed to interventions over a 3-year period. The investigators
intentionally selected this particular area of Missouri as the location for
the intervention because of the demographic characteristics of the
region. The area is rural and has a high concentration of African Ameri-
can residents who are medically underserved and have high rates of
poverty and low levels of educational attainment. The investigators
reported significant population-wide improvement in fruit and vegetable
consumption and prevalence of cholesterol screening. Improvements
in physical activity, smoking, fruit and vegetable consumption, weight,
and cholesterol screening were also reported in African Americans.
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Unlike the previous studies, Bootheel incorporated coalition-building
that guided the development of tailored community interventions within
counties. Individual behavior change was evaluated as the primary unit
of analysis rather than the community. The presence of a health coali-
tion in a community was also used as an indicator to determine the
degree of intervention exposure as opposed to random assignments
of individuals or communities to treatment and control groups. Counties
with a low coalition presence were compared to those with a higher
degree of coalition-building to evaluate the effect of interventions on
risk-factor behavior change. Positive changes resulted from the project
at a relatively low annual cost of approximately $105,000. Evaluation
expenses were minimized by collecting self-reported behavioral esti-
mates and by limiting physiologic indicators.

The South Carolina Heart to Heart Project is an example of another
second-generation cardiovascular community-based risk reduction
program that has demonstrated success in yielding positive study out-
comes (Croft et al., 1994). Although not focused on cardiovascular
risk-reduction, another recently successful community-wide project
aimed at HIV risk-factor behavior change further supports the concept
that adapting intervention projects to the existing milieu of a community
reduces the logistical and methodological complexities inherent in com-
munity-based research and demonstration projects (CDC, 1999).

SUMMARY AND IMPLICATIONS FOR FUTURE DIRECTIONS

Lessons learned from the first generation of cardiovascular risk-reduc-
tion community-based projects provide valuable insights with which to
guide investigators in the development of subsequent iterations. In-
deed, the community is not a laboratory or clinical trial venue in which
subjects are blinded or randomly assigned to treatment and control
groups. Rather, a given community is fluid and heterogeneous and
includes individuals (not "subjects") with varying levels of receptivity to
intervention exposure and varying dose-response risk reduction ef-
fects. The first wave of community trials, in conjunction with public
health policy initiatives, has resulted in overall improvements in the
overall levels of smoking, elevated cholesterol, elevated blood pres-
sure, and physical activity. Excess risks, nevertheless, continue to
exist in specific population subgroups. Second-generation projects are
incorporating methodology concepts that allow flexible input and goal-
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setting by utilizing community conduits such as coalitions. More forma-
tive research is needed to elucidate the aggregate social and individual
constraints that contribute to the prevalence of risky adverse health
behaviors. Third-generation intervention trials should adopt contempo-
rary models and move toward understanding potential pathways asso-
ciated with risk factor prevalence that incorporate interventions
designed to ameliorate such causal factors.
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